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Special Functions

5.1} Introduction

The Laplace equation v2u = 0 invarious orthogonal curvilinear coordinate systems
is of great importance in many physical and engineering problems. The solution of
Laplace’s equation in cylindrical system and spherical system leads to two important
ordinary differential equations namely the Bessel differential equation and Legendre
differential equation respectively. The series solution of the Bessel’s differential
equation is a special function known as the Bessel function. The special polynomial
function that occurs in the process of solving in series the Legendre’s differential
equation is known as Legendre polynomial.

The reader is familiar-with series solution method for solving homogeneous ordinary
differential equation. [ Refer Volume - 11 ]

The Bessel function has various applications in solving boundary value problems with
axial symmetry and the Legendre polynomial has various applications in solving
boundary value problems with spherical symmetry.

5.2| Solution of Laplace Equation in Cylindrical System
Leading to Bessel Differential Equation

The coordinates (p, ¢, z) are called the cylindrical coordinates and the relationship
with the cartesian coordinates (x,y,z) isgivenby »=pcosd, y = psin¢, z=z.

The Laplace equation V2 f = 0 in the cylindrical system is given by

f{+1§£+}_2_ ﬂ+£§=0 [ Refer Vol-1, Page -317 ] ()

p> PO p* 3¢9* 9z
We shall solve this by the method of separation of variables (Product method)
Let  f=f,f,f; bethesolution of (1), where f; = f, (), f, = £,(0), f3 = f(2).
Substituting this in (1) we have,

PN 1 9hALL) 1 Ffhf  FUhLS)

2t t3 7 T =
ap pdp p o4 97
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d2f1 ki fh P PG

That is,
Dividing by f1 f, f3 wehave,
2
ldfl ldfl 1 d2f2 ldf:a:O

+ — +
fi do? " efy i 2 p’f, do* f3 dZ?

186,104 1 fh 14 "
fi @ " ph e i, ag? fi dd

ie.,

The LHS is a function of p, ¢ and RHS is a function of z. Therefore they must be
equal to a constant.

1 £
Let us set — =1, so that(2) becomes
fy d?

120 1 Ff
h d*  pfy o p%f, a¢?
Now multiplying by p* we get,

2 2
gfh oh 17hH_
f1 dp2 fi dp fz d¢

2 2

d
o?fh p%h, o -17h ... )
f1 dp f1 dp fz d¢2

Again, LHS is a function of p and RHS is a function of ¢ . Therefore they must be
equal to a constant.

or

-1 dzf )
Now setting f ——= = n“, (3) becomes
2
ngﬁ+gffi+pz=,,z
f1 a'p2 f1 dp
2 d*f d
p-- 1, p 1 2 .2y _
or + + -n°)y =10
f1 dpz f] dp (P )
d*f d
. 1 1
ie., pz—d"")?-i-p5+(p2—n2)fl=0
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This equation can be written in the form

&y _
xzdx2+x +(x2n)y 0

This is the Bessel’s differential equation of order n in the standard form originating
from the Laplace equation in the cylindrical system.

53| Solution of Laplace Equation in Spherical System
Leading to Legendre Differential Equation

The coordinates (r,8,¢) are called the spherical polar coordinates and the
relationship with the cartesian coordinates (x,y,z) is given by x = rsin®cos ¢,
y =rsinBsing, z = rcosB.

The Laplace equation V2f =0 inthe spherical system is given by

L _[ _12] 2f ,
ar2 roor 1'25111 a8 mBae rsmﬁacb ’ o

[ Refer Vol-1, Page - 317 |
We shall solve this by the method of separation of variables (Product method).
Let f = f, f, f; be the solution of (1) where f; = f, (r).f, = £,(0).f3 = f,(9).
Substituting this in (1) we have,
az(flfzfs) + 2 a(f1f2f3) + 1 4 sin © I (f1/of5)
ar? roor P sing 00 00

L1 TUhAk)
Psin® 9 ¢

. Ch b N g_(. ede) hh Eh
e hhTa Ty " Psing 4 Psin20 do?

Dividing by f, f, f; we have,

1A a1 [ Eh b
fi a?  thdr rzsinf)f2
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2, 2
iy 14h 2% 11 Th otedh| 1 £f,
et Pf, d6*  Af, 40| Asin*ef, d¢?

=

Multiplying by 7 we have,

!f ffl + 2r fifl 1 d2f2 , Sot® cot® dfz 1 dzfs
fi ¢ /4 fz do? f 8 sirf 0 f; d ¢

e sm[-)[’z < ng*_&]+ {1 dfz coth dfz]: 1 d2f3

II
o

AT hae ' f, @] hag 1 ?

Since LHS is a function of r,8 and RHS is a function of ¢, they must be equal to a
constant.

A
Setting; e = 0, equation (2) on dividing by sin® 0 will give us

[rz d2f1 2r dflJ [1 dzfz cot 9 dfz}
+ 0

fiar "THAr|T B a7 h e
L 1%h wedy  [APh x o
N fz do* fz do f} dr2 f1 dr N

Again LHS is a function of 8 and RHS is a function of r, with the result they must be
equal to a constant.

r2 d2f1 2r dfl

Nowsettmgf drz a?zn(n+l) we obtain
1
2
1 dfz cot6 dfz = —n(n+1)
fz de fz doe
d’ f, df,
or -&?+c0t026+n(n+1)f2=0 Y

Now by taking x = cos8, we shall convert the differential equation given by (4)
interms of f, and x as follows.

d# A ax b
Eza-&—é—— sme)—-smﬁ?i; )
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h 4 {dfzj d{ dfz]
— = | =z sin @ —

doz 49| do ae dx
hy %
= dﬁ( J+E(~—cose)
Y N AT
= -sin® - | o 6 dx cos ©
—— H e@ 1 e _tg’_fg B
= - sin dxz(—sm ) - ax S5
i f d’f, d,
. 2 2 2 2
ie., —= =50 — — cos@ - ...(6
de? dx? dx ©
Hence (4) as a consequence of (5) and (6) becomes,
d’f d, df
272 2 —ing 2 -
sin dez cos 0 Ix +cot9[ s1n6dx}+n(n+1)f2_0
: 'ze—dzf2 0 22 0 22 1)f, = 0
Le., Sy 2 — €086 -~ cos dx+n(n+ Yh =
2
€ (1—029 d—é—Zcosed—JE+n n+1)f, =0
Le., cos )dxz Ix ( fz‘

Since x = cos 0, the equation becomes

& f, &,
(1—x2)_?2—2xd—+n(n+1)f2—0

This equation can be written in the following standard form.

(1—:\(2)%12H - ngxu +n(n+l)y=20

This is the Legendre’s differential equation in the standard form originating from the
Laplace equation in the spherical system.
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I 54| Series Solution of Bessel’s Differential Equation Leading to Bessel
Functions

Preamble : Refer Volume-11, Page - 151 for series solution of ODE

The Bessel differential equation of order n is in the form,

2
12%;22+x%+(x2—n2)y=0 D)

where 7 is a non negative real constant. (parameter)
We employ Frobenius method to solve this equation as we have,

coefficient of y” = 2 = Py(x) (say) and Po(x) =0atx=0

We assume the series solution of (1) in the form

y=3 a X7 )
r=0
dy _ ;: a (k+r)yf+r-1
dx 5
- _
?: 3 ar(k+r)(k+r-1)x"”'2
0

Now (1) becomes,

Ear(k+r)(k+r-1)f‘” + E ar(k+r)x"”+ E arxk”*z ~ n? E arx"” =0
0 ' 0 0 0

| Collecting the first, second and fourth terms together we have,

I
o

E a 7 [(k+r)(k+r=1)+(k+r)-n*] + E a T2 o
0 0

ie., Ear1}‘+'[(k+r){k+r—l+1}—n2]+ E arxk”+2=0
0 0

ie., Earxk”[(k+r)2—n2]+§ar1}‘”+2=0
0 0

We shall equate the coefficient of the lowest degree term in x, that is ¥ to zero.

ie, ay(K-n*)=0

Setting a, # 0 wehave K -n* =0 andhence k = +n

Also we need to independently equate the coefficient of **1 to zero.
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ie, a[(k+1)* -n*]=0.

2

This implies 2, = 0 since (k+1)2-n% = 0 wouldmean'(k+1)2 = n" or

(k+1) = £n which cannot be accepted as we have already k = .
Next, we shall equate the coefficientof X**” (7 > 2) to zero.

. 2 2 _
ie., al(k+r)y -n°] +a _,=0

or a = "2 (r>2)
" (k+r)-n?] -
When k = + n, (3) becomes,
~4 .0 ~4_2

a4 = =
"o(n+rY¥-n? 2nr+1?

Putting r = 2,3,4,... we obtain,
o0 T . TH
2 4n+4 4(n+1) 7 37T 6n+9

Similarly a, a,, .. areall equal to zero.

=0 since a = 0.

ie., 4, =0=a;=a;=4a,=..

'*612 —4a a

Next, a, = = 2 _ 0
4T 8n+16 B8(n+2) 32(n+l)(n+2)

We substitute these values in the expanded form of(2) :

x4+...)

and so on.

Y <
y=x (ao-i-alx + :12.152+¢13x3+a4

Alsolet the solution for k = +n be denoted by y,.

B L N ‘e AR
% 07 4(n+1) 32 (n+1)(n+2) .

e a xti1 2 + o '
I---’ - —. e w
= 22(n+1) 2D(n+1)(n+2)

Since we also have k = —n, let thesolutionfor k = —n be denoted by Ys-
Replacing n by —n in (4) we have,
2 4
Yp=ayx " | 1-— X +— X -
2°(—-n +1) 27(-n+1)(-n+2)
The complete ( general ) solution of (1) is given by

3

.. (4)
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y=Ay, + By,, where A, B arearbitrary constants.

We shall now standardize the solution as in (4) by choosing

1

Ay = —— - and the same be denoted by Y.
2"T(n+1) ~

2 4

Y o X g (X 1 (x 1 o
L "I(n+1) 2] (n+1) 2] (n+1)(n+2)-2

2
vy (xY 1 (x 1
1712 F'(n+1) 2] (n+1)T(n+1)
4

| +(§] (n+1)(n+.3‘11)l"(n+1)‘2—”l
We have a property of gamma functions,
I'(n)=(n-1)T(n-1)
'in+2)=(n+1)T{(n+1) and
F(n+3) = (n+2)M(n+2) = (n+2)(n+1)T(n+1)

As a consequence of these results we now have,

2 4
VN £2 S B 1 (=)
1712 T(n+l1) (2] C(n+2) 2] T'(n+3)-2
This can further be put in the form
0 2
v (xV ] D (x) (1) (=
1702) | M(n+1)-01 |2 T(n+2)-1!{2

4
+I‘(n+3)-2!(2) ¥ ]
=%
=2

oo ¥ n+2r 1
=r§0(‘"1) (E) C(n+r+1)-r!

This function is called the Bessel function of the first kind of order n denoted
byJ, (x).

n o r 2r
(-1) x) -
} rz I'(n+r+1)-r! (ZJ

=0
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oo n+2r
Thus ] (x) = z(—l)’(ﬂ l"(n+rl+1)-r' ... (6)
r=0 ;

Further, the solution fork = —n, (in respect of Y,) bedenotedby J__ (x).
Hence the general solution of the Bessel’s equation is given by
y=a] (x)+b]_ (x)

where aand b are arbitrary constants and 7 is not an integer.

(See the Remark in the next article régarding n not to be an integer.)

Equation reducible to the form of Bessel’s equation

Consider the differential equation

d4? d
xzﬁ+x£—i%+(lzx2—n2)y=0 (1)

We shall show that this equation is reducible to the form of Bessel equation.

Putting ¢t = Ax we have,

dy _dy dt _ . dy

dx  dt dx dt
’ .
Sy _d(dy)_d(,dy)_d(,dy)dt_,ody
A2 dx | dx dx dt dt df | dx P
Substituting these results along with x = ¢/A in (1) we obtain,
2 2 .
o2&y t,dy Vg =
2 A dt2+lkdt+(t2 n“)y=0
o2
: o P N S N
ie., tzdt2+tdt+(t n“)y=0

This is in the form of Bessel differential equation whose solution is given by
y=a] (+) +b]__(t).

Thus y =aj (Ax)+ b]_, (Ax) isthesolution of equation (1).
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Properties of Bessel functions
Property 1. | (%) = (-1 '] . (X) where n isa positive integer.

Proof : By the definition of Bessel function we have,

5o n+2r
- 1y | X 1
In(x)_rgo( 1) [zJ F(ﬂ+r+1)r‘ (l)
-n+2r
I_,,(x)=r§0(—1) (2) T(Cmtrti)rl e (2)

In QT (-n+r+1)=T[r-(n-1)] isoftheformT (-k) forr=0,1,2, --
(n-2Yand I'(0) for r = (n-1).

Noting that I'(—k) — o or r (ik) — 0, k beingapositive integer we can say
' 1
that Flr—(n-1] —->0forr=0,1,2---(n-1)
- X —-n+2r 1
. — r —
Hence, ]_n(x)—rgn( 1) {2] T(-ntril)r! .. (3

Let r-n =5 or r = s+n sothatwehavewhen r=n, s=0.

Now (3) assumes the form

1
I'(s+1)(s+n)!

X

- s+n | X
(s

-n+2s+2n
I, (x) }

s

SRERT L] LA —
) 2 F(s+1)(s+n)!

§=

It

Using the properties of gamma function we can write I'(s+1) = s! and
(s+n)! =T(s+n+1)

oo x 7+ 25 1
_ _ S+n >
Ln(x)—sgo( 1) (2} s! T(s+n+1)
R T -TERT A £ p—
i 2 F(n+s+1)s!

Comparing with (1) we observe that the summation in the RHSis | (x).

Thus we have proved that J__ (x) = (=1)"] (x), n being a positive integer.
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Remark : From this property we can easily conclude that |_ L(x) and | (x) are not

linearly independent when n is an integer. Hence the general solution of the Bessel's
differential equation is y = al (x)+ bI_n (x) when n is not an integer.

Equivalently, we can say that | (x) and J__(x) arelinearly independent solutions of the
Bessel’s equation when n is not an integer.

Property 2. J,(-x) = (—1)"]n(x) = }'_n(x) where n is a positive integer.

o X n+2r 1
Proof : We have ]n(x)=r§0("1) [5] C(n+r+1)r!
n+2r
o0 , £ 1
]n(—x)=r§0(—1)' [_ 2] T(n+r+1)r!
oo xﬂ+2f 1
_ N _gnt2r
_r§0( -1 mt2r T(n+r+1)r!

oo r oy n+lr 1
= (-1 ¥ {(-1)] [5]

f
r=0 C(n+r+1)r!

ha|

oo n+2r 1
=17 (-1 ( ) F(n+r+1)r!

r=20

Thus ], (-x) = (-1)"J,(x)
Since (-1)"] (x) =] ,(x) wehave,
L(=x)y=(-1)"] (x) =], (x)

Recurrence relations / Recurrence formulae

We derive recurrence relations relating to Bessel function of different orders from the
basic definition of | L ()

1. 2n] (x) = x”n+1(x) +]"_1(x)]

Proof : We have by the definition

. - n+2r
=5 (-1) |2 :
I, (%) Eo( (2] T(n+r+1)r!

* ’ x"+2r 2n
2n]n(x)=§(—1) 2 F(n+r+1)r!
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Weshall write 2n = 2(n+r)-2r and split the summation into two terms.

. s . Y 2(n+r)
Le., 2"],,("):%(“1) 2 F'(n+r+1)r!

-m _lr £n+2r oy
%:( ) 2 F(n+r+1)r!

Jn+2r 2(n+1)

(ST

(n+r)y T (n+r)r!

=z(—1)’[
0

_m(_lr £n+2r o
% ) 2 F{n+r+1)r-(r-1)!

- - __1)?' x £n+2r-1_2—
= I 22 T(n+r)r!

. o0 1y x £n+2r—1 5
%"( ) 2 2 F{(n+r+1)(r-1)1

oo X n-1+2r 1
=x%‘,(—1) [EJ T(n-1+r+1)r!

oo X n+2r-1 1
-x ¥ (=1 [EJ T(n+r+1)(r-1)!

r=1

Putting r—1 =5 or r = s+ 1 in the second term of the RHS we obtain,

oo X n-1+2r 1
2njn(x)=x%(-1)r [EJ F(n-1+r+1)r!
o o1 (% n+l1+2s 1
—xsgo(“l)s (5] F(n+1+s+1)s!

o0 X n-1+2r 1
— _ r| -
‘x§( 1) [zj T(n-1+r+1)r!

]n+1+2§ 1

I'(n+1+5+1)s!

+x Y (-1) (%
0

Thus 2nJ, (x) = x [J,_, (x)+],,(x)]
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2 J,/(x) =3 Up_y (2) = ], 41 (2)]

oo X n+2r 1
. = — r —
Proof : ]u(:{)—rgo( 1) (2) C(n+r+1)r!

Differentiating w.r.t. x, we have,
1

oo X n+2r—-1 1
r _ - r bl -
I (x) = %:( 1)("+2r)[2) 2 T(n+r+1)r!

We shall write n+2r = (n+r)+r and split the summation into two terms.

(n+r)F{(n+r)r!

=

o n+2r—1 +r)
ZInf(x)zz(_l)r[ J (n+r
0
oo X n+2r—1 ’
rx
+§(‘1) (2] F(n+r+1)r-(r-1)!

oo X n—1+2r 1
2] (x) = %(“Ur(i] T(nsr)r!
. . x n+2r-1 1
* El(‘l)r(ij T (n+r+1) (r—1)!

Putting (7-1) = s in the second term of the RHS we have,

0o " n-1+2r 1
ZIn'(x)=%(-1)’[§]- T(n-1+r+1)r!

oo X n+1+2s 1
— — s —
§0( D [2] F(n+l+s+1)s!

5

3. & ), ()] = ], (x)

. . n+2r 1
0 — — r _
P“’Of'In(x)_rEO( b (2] C(n+r+1)r!
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xnln(x)zg(_l)rr’ln+2r 1

r=0 2 Mn+r+1) r!

1

(n+ryI(n+r)r!

3 (_1)1' (2n+2r) x2n+2r-1

d
Now, E[x"]n(x)] <

2n+2r

1
(n+r)yT'(n4+r)r!

(=1Y2(n+r)2+o-1

21‘!4‘21‘

(_1)?‘ . xnxn+2r—1 . 5 1 1
2P T (nar)r!

—xnw(_l)r En—1+2r 1
- % 2 C(n-1+r+1)r!

cME o8

= x"], _(x)

Thus dix[x"jn(x)] =], _1 (%)

s %[x"'lﬂ(x)] = -x"] (%)

(_l)r §n+2r 1
2 T(n+r+1)r!

1
X T(n+r+l)r!

Proof: | (x) = E
r=0

FP](x)= 3 (-1)
0

Now i[:rc'"}' (x)]=§:(—-1)'2rx2r_1- 1

T & " "X T(n+r+1)r-(r-1)!

- - 2r-1 1
- (_1)rx nxﬂ+
,E'l 1P (nar+1) (r-1)!
Putting r—1 =s or r =s+1 wehave

(=]

d -n - s+1 _—n_n+2s+1 1
-— [x (x)] = (-1 "x "x
ax 1 Eo B+l rpeles+1)s!

1
I'(n+l+s+1)s!

oo xn+1+25
_ 1y | -
- 3 e (3]

Thus (27" J(x)1= =" ], 4 (%)

- Em Em Er Er o v = e AL ME AN M E e e R e MR Em B W EE ER mr W e v dm A ML SR W ar W W e Em e M W W W W o W
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5. %],/ (x) =x],_,(x) = nJ (x)

o X n+2r 1
. — -_— ¥ -
Proof.In(x)—Ej( b (2) T(n+r+1)r!

=0
oo n+2r-1
’ - - r _x__' ‘l 1 .
Iy (x) = %:( 1)(n+2r)(2] 2T (n+r+1)r!

1
I'in+r+1)r!

oo n+2r
Hence x] '(x) = ¥ (~1)r(n+2r)[—;—J
0

Weshall write n+2r = 2(n+r) - n and split the summation into two terms.

co n+2r
x]n'(x)=%:(_1)’2(n+f)[§) (n+r)I‘1(n+r)r!
oo X n+2r 1
+%('1)r('")(5] T(ner+1)r!
o . X X n+2r-1 1
-z 23)(3) 0 monnn

oo X n+2r 1
-n ¥y (-1 (5]
0

'(n+r+1)r!

s X n—-1+2r 1
=x ¥ (-1) [ﬂ =], (x)
0

Fin-1+r+1)r!

Thus  xJ,/(x) = xJ,_; (x) - n],(x)

6. x],/ (%) = n],(x) = x], (%)

1
F(n+r+1)r!

o x n+2r
Proof: | (x) =% (-1) [5}
4]

1
'in+r+1)r!

oo X n+2r-1 1
I, (x) = %(—l)r(?ﬂ'%)(i) "5

1
TF'{n+r+1)r!

o0 X n+2r
Hence x] '(x) = % (-1) (n+2r)[§]
0
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1
F'{n+r+1)r!

oo X n+2r
]/ (x)=ny, (~1)’(5]
0

o0 xn+2r 1
—_ r _
+§( 1)2’(2] T(n+r+1)r-(r—1)!

oo ¥ n+2r 1
= + -1y .2z
nhx L (1) [ZJ C(n+r+1)(r—1)!
Putting r = 1 =5 or r = s + 1 in the second term we ha{'re,
oo - n+2s+2 1
X, (x) = n], (x) + z(ul)s+1'2(§] T(n+l+s+1)s!
s=0 )

- X X n+2s+1 1
nI"(x)-s)-_;o(_l) -2(§] [EJ F(n+1+s+1)s!.

1
I'(n+1+s+1)s!

oo X n+l+2s
nf,(x) - x L (-1) [5]
1]

Thus %], (x) = n],(x) = x], 1 (x)

WORKED PROBLEMS

1. Prove that

@ Dy =y Zsinx ) Jy,00 =] = cosx

>> By the definition, -

o0 X n+2r 1 :
], (x) = Z(—l)’[EJ )
] r=0

IC(n+r+1)r!

Putting n = 1/2 in (1) we have,
1

11/2(")'""%‘(“1) (5 r(r+3/2)r!

x = xzr 1
=3 %3(‘1) [E) T(r+3/2)r!

]1/2 +2r
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On expanding we have,

2

4
Jip (%) = [x_ 1 fxy 1 (x) 1 .
v r(3/2) |2) T(s52)i " _2} T2t @

We know that T'(1/2) = Vn and I'(n) = (n-1)T(n-1)
Putting n=3/2, 5/2, 7/2 ... we get the following values.

r(s/z)—wr(vz)_‘l_ r(5/2)—§r(3/2)_ﬂ1@
r(m)_ 15V
8.
Substituting these values in the RHS of (2) we have,
oy [El2o2 4 L8
1/2 “N21ivn 4 3Vr 16 15Vn-2

[, 2
= 0— |2 -= 4+ = - ...
27 3 6
x 20 2 2
am x| * 76 T 120 ‘
| (We have taken 2/x as a common factor keeping in view of the desired result)
. ’ 2 RCRe
e, Il/z(x)= n_x'|:x“§+§'!‘—---:|
Thus [, (x) = ‘\’i sin x
1/2 T Vmx

Also by putting n = —1/2 in (1) we have,
oo X ~1/2+2r 1
]__1/2(1) =r§0("1)r (EJ

L]

C(r+1/2)r!

. -1/2 » x 2r 1
=(§J %:(‘1) [EJ T(r+1/2)r!

2 4
N EY D S 2 T T Sy -1
N % r'(1/2)y |2} r¢32)1 2§ r(5/2)2!

1

Using the computed values of I'(3/2), I'(5/2) along with the value of

I'(1/2) wehave,
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2. Obtain expressions for [, ., (x) and J_, ,(x). Then use a suitable recurrence

relation to deduce expressions for [, o, (x) and J_5 ,,(x)

>> We have already obtained the following results.

’ . ’ 2
11/2(3‘): %smx ; I_l/2 {(x) = Ecosx

Let us consider the recurrence relation
n
oy (6) + g () = 55 1, (0) )
Putting n = 1/2 in this relation we have,

| L
i (XY 4 I3(x) =L J1p(%)

Jap(x) = }12 Fia (x) = J_y2(%)

1 ’ 2 . ’ 2
== 4f~— sinx ~ 4 — cosx
X \mx nx

2 | sinx - xcosx
Tx

Thus [, (x) = ——1: o

Also by putting n = -=1/2 in (1) we have,

-1
I3 (x) + 1 p(x) = — 7 15(x)

1
Laa(®) == a0+ Lia()|
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Joap(x) =~ {\’% sinx + % '\‘% cosx}

Thus ] ,, (x) =~ _2_|:xSlnx+cosx]

- E Em o E Er o o e W e MR Mm B ER BN ER W W M e e e e e mw M e ew M M e M ma m Em e b e A R R e e W W e

3. Show that ]a/z(x)sinx—}'_s/z(x)cosx =V2/nxd

>> Note: Assuming the expression for ], ,(x) and J_, ,(x) we have to first establish
expressions for |, ., (x) and J_,,, (x) asin Problem-2.

Now 13/2(x)sinx—]_3/2(x)cosx

’-2 171 . . .
= E—[ mzx-—xsmxcosx+xsmxcosx+coszx]

»

e e wr vm e Em E A e o oW M M M o E E E e W W M o W v e M o o e m m e = ow

4. Prove the following results.

.2
@ J5,,(x) = 2 [3x2x sinx—%cosx}

X

® J_g5,(x)= «‘ﬁ [% sin x + 3;;2 cosx}

>> [ Note of Problem-3 continue to hold good for this problem also)

We consider the recurrence relation
2n
I"_l(x)+1n+1(x) =% In(x)
Putting n = 3/2 in this relation we have,
3
]1/2(x)+15/2(x) = ; I3/2(x)

o (¥) = 3 Jan () =Ty (6)
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: _3 | 2 |sinx-xcosx 2 .
ie., IS/Z(x)‘x e e ;t—;smx

_ 12 [35inx—3xcosx—xzsinx
- 2

nx

Thus [, ,(x) =

2 (3—xz)sinx _3cosx
nx v x

Also by putting n = ~3/2 in the recurrence relation we have,
3
Lsn(x)+]q0(x)==11] 3,(x)

Lsp(x) = :f Lap(x)=]1,(x)

] (x)—:—é-- ’i xsinx +cosx _ -2—~cosx
-5/2 X nx x Jﬁx

3xsinx+3cosx—x2cosx}

71v]
"o

Thus [ g,n(x) = 4/ — . + cosx}

- me M mem e e me e M e e e Sm mm mr e R R W ER W SR W R = W wr e TE W e w w W Er mr mr Em Em e me W e e e

5. Starting from the expressions of ], » (x) and J_, ,,(x} in the standard form prove
the following results.

2
(a) I{/z (x)I_l/z(x)_I_’}_/z (x}II/Z(x)=a

n/2 B 1
® [V (2=
0

>> {a) Wehave results,

2
Il/z(x)=ﬂ‘asmx and [, ,(x)= *‘;t% cos x
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Differentiating these results w.r.t x we obtain,

I (%) = \j ;EZ‘[VI; cosx + sinx - — % x—3/2]
1 ’ 2| cosx sin x '
R Gl E[ ]

Jip (x)=+ 1’ % [cosx—sin?x)

Also I-'1/2(I)=E[\}_( sinx) + cosx - 21 '3/2]

2 sinx cosx ]

e Lan (9= ;['T‘m;

I_l/z’(x) = - J_%[sinx+czix]

Consider [,y (x) J_1,0(x) =] 5 (%) ]} (%)

2

2 (cos“x + sir® x) = — (other terms cancel out)
nx nXx

This proves the required result.

(b} Wealso have, [, ,(2x)}) = sin2x=%;sin2x

n(2x)
in 2x
\[;]1/2(236)=\l;-%si112x=-———8131—t-
/2 2
Now J‘Gjl/z (2x) dx
0

]
2N
——
(o]
8
= |
|
[ oY
g
o
-
|
21
—

n/2
Thus [ Vx J,, (2x) dx =

&=

- e s Em e mm ms Am W Em Em W Mk == AR Em Em e WP e M Em B M W W Er mr ek hv 4 M o W

TEIpE H_mmﬂm

R
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6. Starting from the series expression for | (x) prove that
i1 (x)+],_4(x) = 27’1 ], (x). Hencededuce that '

Ja(xy =2 (% - 1} (%) + [1 - %}Io(x)

>> We have to derive the recurrence relation (1) as in the article 5.43.

Thatis J, (%) +],_4(x) = EZ;:—”-I,,(x)

of  Jpyp(x) = ] (x) = J_y (%) | Ly

Putting n=3 we obtain,

o () =2 10 - (o) )

Wehavetoput n = 1,2 in (1) to obtain Iz(x) and ]s(x_) respectively.
L(x) = 2], (x) - Jy(x) and
. 4
Jy(x) = < (%) - J; (%)

ie., I3(x)=%[%ll(x)_Io(x):‘_Il(x)

or  Jy(x)= %mx) -2 () = (%)

Using these results in the RHS of (2) we obtain

J,(x) = 3[%11(90 -2 o) —I,(x)] —[%Il(x) - Io(x)]
2 2
Jo(x) =, () [4;38- -2 —;}Hg(x)[l ~;§]

o m o M e am e mp e W e M e Em W W M M Er W W W M M e M e E E e e S o ok W W R E E o e e e e e
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7. Starting from the definition of | (x) prove that
d 7 n
(a) a{" I,,(x)] =], (x)

(b) % [x‘"I,,(x)] ==x""] (%)
' Hence deduce that
€ x] (x)=x],_(x)-n] (x)
(@ xJ (x)y=n] (x)=-x], ,(x)
Further deduce that

@ ] (x)= [I,,_l(x)—l,,+1(x)]

N |

7 I,,(x)=§[1,,_1(x)+f,,+1(x)]

>> Proving (a) and (b) is obtaining the relations (3) and (4) as in the article 5.43.
Applying product rule in the LHS of (a) and (b) we obtain

M (x) + T () =X, (%)

and ¥ "] (x) - nx T (x) = X" (%)
Dividing these two equations respectively by x" and x™" we have,

I (x) + 7 ], (x) = ],y (%) Y
and ], (%) = 7 [, (x) = ], 1 () @

Multiplying both these equations by x, we get
) (x) = x],_4(x) = n] (%)
and  xJ; (x) = 1], (%) - x],,1 (%)
This proves the second pair of the desired relations.

Further adding and subtracting (1) and (2) we obtain
2]0 (x) =], _1(x) = ], 1 (%)

and 2] (x) =y () +]y 44 ()
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o L (0= [lhea(®) = Ly (0]
and ], (2) = g [Jyoa (3 + Sy (0]
This proves the third pai- of the desired relations.

8. Show that

Ed; -If,+I§+1}=%[”Iﬁ"("+1”§+1]

»>> Consider LHS

4 T |2 200 (0420, (T () )
We have recurrence relations

x], (%) = nf, (x)=x], 1 (%) @)

x], (%) = x],_,(x)=n] (x) or

%) 01 (%) = 2], () =(n )], (x) )

Let us consider the RHS of (1) and use (2) for ], (x) and (3) for ]’ ; (x)

1
Hence % [Iﬁ+1i+1:| = zjn[g In - In+1] + 2],,,.,,1 [In - %_ In+1]

2 2 : n+l »
=;nI"-ZIﬂ In+1+21n+11n"2T]n+1
2 .2 L,{(n+l) o
=xMa 2" T
Thus we have proved that,
d 2
E[’ﬁ+Iﬁ+1]=;[n1i—(n+1)13,+1]
9 Showthati[x] ] }=x[}2—]2 :I
E dx nn+1l n n+1
d , ,
>> Ex'[xInIn.‘.‘l] =x[InI"+1 +Iﬂ+1 ]nl+]nln+1 (1)

by applying the product rule

We have recurrence relations
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x[o(x)y=n],(x) - x],  ;(x) | | -+ (2)
xJ) (x) = x],_ (x) = n], (%) ... ()
Replacing n by (n+1), (3) becomes, _
]/ () =x[ (x) - (n+ )] (%) . (8)
Substituting (4) and .(2\‘) in the RHS of (1) we get, _
Lolxly = (D) VT g Indy =ty g 1+ Ty g
2

= xIrzt - olwsr = Ldnir t 1l Jpgr ¥l 0 InIn.+1

=x U5 Th)
Thus we have proved that
d

10. Prove that IU” (x) = % [Iz(x) - Io(x)]

>> We have the recurrence relation

I; (x)=%[1,,._1(x)-1,,+1(x)] )
) , 1
Putting 7 = 0, J§ (%) =5 [I_l(x) - Il(x)]

1
=5[-I1(x)-I1(x)}=—Il(x)
ie., Jog (x) =-];(x) and differentiating this w.r.t. x we get,
Jo (x)=-]{ (x)

Also from () when n = 1, J;"(x) = % [;Om'_12<x>]

Hence J§' (x) = =3 [ Jo(x) = [,(x) ] = 2 U(x) = Jo(0)]

N

Thus we have proved that J’ (x) = []2(; ) - Io(x):l
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11.  Starting from a suitable recurrence relation show that
@ 47 =Ty 2 =2+ s
® 8L =T33y 1 * 31 Tass
>> We have the recur: 2nce relation , _
205 = Jut = s | )
Differentiating w.r.t x we have, |
2]y =i - Tsr
Multiplying by 2 we obtain,
417 =211 2 a
We use (1) in the RHS of this equation replacing n by (n-1) andalsoby (n+1).
e, 4L =, _o - 1)~ Uy~ Jus2)

Thus 47 =J,_,-2J,+],, , asrequired.
Differentiating this relation w.r.t. x again we have,
4 =l = 2y
Multiplying by 2 we obtain,
81" =2J " , - 2(2].) +2(]/,,)

Now using (1) in the RHS by replabing n by (n-2) and n by (n+2) forthefirst
and third terms along with (1) for the second term we obtain,

8l = Un3 = Tho1) = 2Un g = Tns) + Uy = Jaes)

Thus SIr:” =ly3” 3In—1 + 3I:vH—l - Iﬂ+3

as required.

12. Prove that 4]0’”(x) +3}0’(x) + ]3(x) =0

>> We have established in the previous problem the result,
8L =l = 3L 1+ 31~ Thus

Putting n = 0 in this equation we have,
8Jg" =] 3-3]1+31-]5

Using J_, = (~1)"] this equatior. becomes

8y =-],+3],+3],- ]
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ie, 8J =6J,-2], or 4J =3] -],

Bt~y =2 (Jy) or Jy=-J;
Hence we have 4]6”- = —3]6 B
Thus 4J;7 (%) +3J)(x) + J5(x) = 0

Note : The result can be obtained independently also.

13. Showthat [ J,(x)dx = c—Iz(x)—%]l(x)
>> Consider the recurrence relation
f;[x'"I,,(x)}=*x""I,,+1(x)
=[xy, (odx=-x"] (%)
Let us write J, (%) = £ [x"'2}3(x):|
[ 1(xydx = sz[x_zle,(x)}dx
Integrating RHS by parts we get |
[odx=2 [ x2x)dx- [[j x"z]s(x)} 2xdx
From (i) wethave when n = 2, [ x™2[,(x)dx = —x 2], (x)
Using this in the RHS of (2) we get,
[1(xyax=2 {—x"zjz(x)} - f —{x_zfz(x)} 2xdx
ie, [l(xydx=-Lx)+2 [ (x)dx
From (1) wehavewhen n = 1, | x" 1L (x)dx = —x '], (x)
Hence (3) becomes,

[ 1(ydx = ~Lex+z =21 00

LA

..(2)

..(3)

Thus I Ji(x)dx =-],(x)- % J; (x)+ ¢, c being the constant of integration.

- ha M e EE E W W e = M Es em Es e am mm Em B B W W W Er E W Er e = Wk MR e A M W EE W e e W e
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14. Show that Ix"],,_l(x)dx= "I, (%)
0

>> We have the recurrence relation

d "
E[ ”I,,(x)] = 2] _ (%)

X
= jx"]n_l(x)dx=[x"}n(x)]:=x"]n(x)—o
0

X
Thus | #'],_,(x)dx = ] (x)
¢

- Em E as wr MM MR Em Er Er e wr H MR RE R B e o A G W e MR Er ww e A SR am R Em Em W W W e MR R M w E e A e

X
_ 1 I, (x)
15. Show that " dx = -
w ofx Inar(x)@x ' (n+1) I

>> We have the recurrence relation

i [T ] = 0
x X
= fx'"]ml(x)dx:—[x“"]"(x)}
0 0

ie, [, (0dx=-x"] (x)+[F "] (2)], _, . ()
) .

The second term in the RHS is an indeterminate form 0/0 and hence we use the concept
of limit for evaluating the same.
In(x) 1 = n+2r 1
lim = lim — -1y | =
R IR ’(2) T (nerel)rd

27 1

+2r T(n+r+1)r!

=lm ¥ (-1

x—0 r=0
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1 4
lim x "] (x) = lim {= +2-"2 T
X =0 x=0|2"T (n+1) % F'(n+2) 2"**r (n+3)2!
S S YN S — —
2" C(n+1) 'T(n+1)
- 1
lim x "] (x)=————
x>0 " 2" T (n+1)

Thus by using this resuilt in (1) we have,

1 ], (x)
dx = -
0 2"T(n+1) A"

X
16. Show that ngo(ax)dx=z J,(ax)

>> We have the recurrence relation :

[x I (x)] =] _ (%)

d
dx
Putting n = 1 we have, —&” [x]l(x):l Jo(x)

Put x = at so that we have

di [at ]l(at)} at _ = at]o(at.)
ie., %[at}l(atq%:atjo(at)
or g—[tjl(at)]=at]0(at)

f

= Itjo(at)dt-—*%[tfl(at)]t =£}1(at)
0 0

Now replacing the variable ¢ by arbitrary variable x we have

x

I x]o(;zx)dx = Ea J(ax)
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17. Show that — [] (x)] ZL[I,, L)~ I,,,,l(x)}

d
>> ;;[Ii(x>]=21,,(x)1,,'<x) 0

We have recurrence relations

J,(x) = 5= EIGD ARG

and 1 (0) = 3 [y () Ty (0]

Using these relations in the RHS of (1) we have,

d
2 20 =2-;";[1,,_1<x)+1,,+1<x)]-%[In_l(x)ﬁ,,ﬂ(x)]

d
Thus E{I,z,(x)]=§%[Ii_1(x)-1,2,+1(x)]
Prove the following :

18. 1], (x) = 2 [(n+1)], 1 () =(n43)], 5 () +(n+5)], ,5(x) =]
9. x],_,(x) = 2[n], (x)=(n+2)], () +(n+8)],, (x) =]
2. x],"(x) = 1], (x)=2[(n+2)], 5 (x)~(n+8)],, 4 (X)+- -]
18. >> We have the recurrence relation
Ty (D400 = 2 ] ()
2(ns1)

or ] (x)+],,,(x) = ()

x] (x) = 2(n+ 1)), 44 (2) =%y, (%) )
Also  x],,p(¥) = 2(n+3)], ,3(x)=x], 4 (x)

1], 4(x) = 2(n+5)],,5(x)=x],,¢(x) andsoon.

By back substitution (1) becomes _
x], (x) = 2(n+ 1), (x)=2(n+3)], 5 (x)+2(n+5)], s(x) ="
Thus  xJ, (x) = 2[(n+1)],, 1 (X)=(n+3)], 5 (X)+(n+5)],  s(x)=--"]
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19. >> Again we have from the redmence relation (1)
xf,_(x)=2n] (x)-x] _,(x) -2
Also xJ,  (x)=2(n+2)] ,(x)-x] _(x)
x]”+3(x) = 2(n+4)In+4(x)—xIn+5(x) and so on.
By back substitution (2) becomes
2], (x)=2n] (x)=2(n+2)],,,(x)+2(n+4)] ,,(x)-
Thus xJ,_,(x)=2[n] (x)-(n+2)]  ,(x)+(n+4)]  ,(x)-
20. >> Wehave recurrence relations

x], (%) = ] (x)=x], 4 (%) .0

oot (5) + Jpuq (1) = 22 T, (2)

2 2
oy () () = FEE )
or x Joo1(x)=2(n+2)] L (x)-x], 5(x) @)

Also  x] ,,(x)=2(n+4)], 4(x)-x] (%)
x],,5(x)=2(n+6)]  (x)-x]  ,(x) andsoon.

~ By back substitution (3) becomes,

xJ(x)=n] (x)=2(n+2)], ,(x)+2(n+4)]  ,(x)-

Thus xJ, “(x) =n] (x)- 2{(n+2)]n+2(x) (n+4)],  ,(x)+---]

21. Verifythat y = x" ] (x) isasolution of the differential equation
xy” +(1-2n)y" +xy =20

>> Bydata y = x"] (%)
y' = 2" (x) + 0] (%)

=x]7 (x) + 2na" 1 J(x) + n(n—l)x"'zjn(x)
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Substitutingin xy” + (1-2n)y’ + xy we obtain
x {x"I,;’ (x) + 202" 1 ] (x) + n(n-1)a2""2 ]n(x)}
+(1-2n) {x”],; (x) + nx*"? In(x)} +x-#] (%)
=" () 2] (x) + 2T (x) < n T ()
+ X' ] (x) + nx""ljn(x) -2nx"J (x)

: —2n2x""1]"(x) +xn+1In(x)
= () + T (x) + Y () - n2 T ()
=P () + 2] (0% (P-rd) ] ()]
=x""1.0=0

since ] (x) isasolution of xzy” +xy’ + (xz—nz)y = 0.
Thus we have provgd that y = 2" J, (x) is asolution of the equation

xy” +(1-2n)y’ + xy=10

22, Verify that y = Vx J3,, (x) is a solution of the differential equation given by

xzy" + (x2—2)‘y =0
>> Bydata y = Va?js/z(x)

1
y’:\l-;lg:/z (x) +I3/2(x) . W‘;

-3/72

1 1 _1 1 s
¥ =Nl () g (3) gt (3) g5 X e T (1)

I (x) 1
ie., y”= \1;13’;2 (x) + 3/3; - 4XJ;I3/2(x)

Py” +(F-2)y = {xm I (x) + 27217, (%) - %g,zm}

. +{x5/2 ]3/2(x)—2\/;I3/2(x)}
= wl?[xzf_,;;z (x) + xJ;,, (x) = % Japa () + 2] 5 (%) ~2J3() ]

= \E{ng;z (x) + x], (x) +[x2 ~ (3/2)2]13/2(1)}
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= \E[xzu” +xu + (xz—nz)u] where u =], ,(x) and n=3/2.
Since [, ,(x) is a solution of the Bessel’s equation in the standard form, we have
Au o+ xw + (xz—nz)u =0
Thus 2y’ + (¥*-2)y = 0 as required.

23, Show by the substitution u = 2n\x that the differential equation

2
x %*22 + % + nzy = (O is transformed into Bessel's equation of order zero. Hence
x

show that y = AL, (2n Vx') is ageneral solution of the equation.

>> Wehave, «* = 4nx since u = 21 Vx by data.

Differentiating w.r.t. x we have,

du 2  du 2_112
ZuH—E-4n or -

2
- dy _dy du _dy 2
Now dx  du dx du u

Differentiating this again wr.t. x we have,

By _,o[dy-tdu 1 d(dy\du
du 2 dx u du|du)dx

m? _2"2£IZ+_2_££1
2 4 2
e, Fy _4n\-1ldy dy
dxz uz U du duz
2 : 2
Consider x—y— + gz + nz = O’Where X = .i‘._ e
o Ax / an®
2 4 2
o, W antioldy By atdy oo
Togn? 2w du g2 u du
2 2 2
: —ntdy  2dy Mdy oo
He u du tn duz + u du tn ¥y= 0

2 2
Le., nZ[d_.‘i+l£il+y]=0 or u+%2‘y—+
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. 2
Multiplying by u? we get u? d_g + ué’! + uzy =0
du du

2
. 247y dy 2 24
Le., udu2+udu+(u 0)yy=20

This is Bessel's equation of order zero and its general solution is

y=a] (u)+b]_ (u) where n =0
ie, y=aJy(2n\x) +bJy(2nVx) = (a+b)]y(2nx)

Thus by denoting A = a+b, we conclude that

y=AJ,(2n Vx ) is a general solution of the given equation.

d ,
24. Prove that — [x []n’(x)]_n(x)—]_n (x)]n(x)}] =0
>>Weknow that | (x) and J_, (x) aresolutions of the Bessel’s equation

xzy”+xy’+(x2—n2)y =0

If u=] (x)and v=]__ (x) wehave,
xzu”+xu’+(x2—n2)u=0 | (1)
and xzv”+xv’+(x2—n2)v=0 ...(2)

Multiplying (1) by v and (2) by u we have,

2

Pou’+xvu’ +uv-nfuv =0

and o u+xv u+Puv-nfuv =0
- On subtracting and dividing by x we obtain,

x(ou”"~-v"ul+(vu’'-v’'u)=0

or ix[x(vu’—v'u)}=0
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25. Prove that
y i
x[h%x)Lnun—L%(x)h(xqz_é%ﬁﬂ

o0 x n+2r 1
— - ri| &
~ ]"(x)_,,go( D [ZJ C(n+r+1)r!
o ¥ ~fn+2s 1
— 188 X
I_,,(x)—s§0( 1) (ZJ F(-n+s+1)s!
oo n+2r-1
‘()= 3 (~1) x 1.1
],,(x)—r§0( RALAELY (2J 2 T(n+r+l)r!
o -n+2s-1
’ = —1%¥¢(- x 1 1
Ly (0= £ (-1 n+2s)(2] e
Consider x [},"(x)]_, (x)=J_; (x)],(x)]
oo o 2(r+s)
- _qrs [ X (n+2r)
—r§0 SEO( b (2] F(-n+s+1)I(n+r+1)r!is!
_ . E (_1)r+s X 2(r+s) (-n+2s)
r=0s=0 2 F(-n+s+1)T(n+r+1)ris!

It can be easily seen that on expansion all the terms cancel out except the terms when
r =0 and s = 0. Hence we have,

n -n
F(-n+1)T(n+1) T(-n+1)T'(n+1)
_ n l N n _ 2
T I'(1-n)nT(n) F(1-n)nT(n) T'(1-n)T(n)
n

But we know that '(n)r(1-n) = sinn

2sinnm

Thus x [ (x)]_, (x)~]_; (x)] (x)] =

Note : Alternative version of the problem. Show th + 4 l:

I—-n(x) ~2sinnnm
dx
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26. Obtain the solution of the following equation in terms of Bessel functions.

2
dy Yay (4 1), o
e txat| 1oz 0

>> Multiplyingthegiven equationbyx2 we have,

2y +xy +(F-1/9)y =0 -+ Q)
We have Bessel’s equation in the form

Py +xy +(F-n*)y =0 ' (2

The solution is givenby y = aIn(x)+bI_n(x)

Comparing (1) and (2) we have n®=1/9 or n=1+%1/3
Thus the solution of the given equation in terms of Bessel functions is

y=al 3 (x)+b]_ 5 (%)

.._...___.._‘.__.._.........__.....-___-_..._..._..._.....____.__.....__...‘._

27. Solve : 162% y" +16xy "+ ( 16x> - 1)y = 0 in terms of Bessel functions.
>> Tha given equation on dividing by 16 becomes,

Py’ +xy’+(x*-1/16)y = 0 (1)
We have Bessel’s equation in the form,

Py +xy +(F-nt)y =0 )
The solution is givenby y = aI"(x)+bI_n(x)
Con{paring (1) and (2) we have, n* =1/16 or n = +1/4.

Thus the solution of the given equation in terms of Bessel functions is,

y=ajy, (2)+b]_ 4, (x)
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r

Yy 1
28, Solve:y"+— +{1-—— = (in terms of Bessel functions.
¥y ( pre Jy f Bessel fu

>> Multiplying the ngen equation by 2 and wntmg 6.25as25/4 = (5/2 ) we have,
2y +xy +[x2 (2/5Y1y=0
This problem is similiar to the previous one where n = 2/5.

Thus the solution of the given equation in terms of Besel functions is,

Y =alys(x)+b]_ . (x)
29. Show that the solution of the equation

xzy +xy ‘(K- 17/8)y =0 is ¢ Sinx

>> Comparing the given equation with Bessel’s equation

xzy”+xy’+(x2—n2)y=0, wehave n? = 1/4 or n

i

H
S
]

The solution of the given equation in terms of Bessel functions is
y =a]1/2(x)+bl_1/2(x)
But J, ,(x) = V2/ntx sinx and J_12(x) =Y2/nx cosx [ Refer Problem -1 ]

Hence y = aV2/nx sinx+bV2Z/mx cosx

ie., y=(&42/n)%£+(b\12/n)c?fx

Letc, = a V2/n and ¢, =b Y2/ ; ¢, and ¢, are arbitrary constants.

-.-—-_._-—‘...-_—--.-___--—...-_—--....__--.____-......-_—..—_-_—-.
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5.44

Orthogonal Property of Bessel Functions

If o and B are two distinct roots of ] (x) = 0 then

Proof :

If

! 0, if a # B |
a1, (ax) ], (Bx)dx=1, . 1., 4
0 s ()Y =51, () fa=p

We know that | (Ax) isasolution of the equation

Ay dy . 22 2 :
chdxz+xdx+(?tx2 Yy =0 [ Article 5.41]
u=] (ox) and v =J ( P x) the associated differential equations are
xzu”+xu’+(a2x2-—n2)u=0 (@
2o+ 20 + (BB~ v=0 @)

Multiplying (1) by z and (2) by % we obtain,

2

, nuv
xvu’ +ou + Cuvx - o =0
" ’ 2 nzuv
and xuv” +uv + B uvx - . =0
On subtracting we obtain
x(vu”—uv”)+(vu’—-uv’)+(az—ﬁz)uvx=0
) d , Sl
ie., —{x(vu —uv)}=([32-a2)xuv

dx

Integrating both sides w.rt. x between 0 and 1 we have '

ie.,

1
, A 2 2
x(vu - uv') | =(B—a)fxuvdx
[ - x=0

1
(vu;—uv’)x=1-0=(ﬁz—a2) J xuvdx .. (3)
0

Since u =] (0x), v = J,(Bx) wehave uw=af (ax)v =B8] (Bx) and
as a consequence of these (3) becomes
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1
(1 (Bx)af; (ox) = J, (ax) By (Bx) = (B - o) fxI, (ax) ] (Bx)dx
= 0

1

Hence [ ], (ox) J,(Bx)ds = =5 [a, (B)]; (@) - BJ, (@), (B)]
0 B~ o

.. (4)

Since o & § are distinct roots of J,(x) = 0 we have J,(a)=0& ] (B)=0,
with the result the RHS of (4) becomes zero provided [32 ~o?#0 or B# o

Thus we have proved thatif o = f,
1

fx1,(ox) 1 (Bx)dx =0 B)
0

We shall now discuss the case when o =

The RHS of (3) becomes an indeterminate form of the type % when o = B.

We shall evaluate by taking limits on both sides as B — «, keeping o fixed, by
applying L’ Hospital's rule.

1

ie, I | xJ (ax)] (Bx)dx

B—oa o

LS az{al (BYJ; (o) = B, ()] (B)]
-

Since o isfixed we musthave | (a) =0 as a isarootof] (x) =0
1 . ’
it | x] (ox) I (Bx)dx R {a],(B)]; ()]

oo 0 -

= It

i}ﬁ {a]’; (B) ]n’(a)} by L’ Hospital's rule.
foo

The numerator and denominator are differentiated separately w.r.t. B



260 SPECIAL FUNCTIONS

We now have,
1

2 _ 1 ; . I 2
ij U (ax) P dx = o= o 7 (0)],/ (@) = 5 1], ()]

1
J212 (axy dx =2 1) (@) 2 .6)
0

Further we have the recurrence relation ],; (x) = % J,(x) - I',H‘1 (x)
I (@) ==, (@) =], 4 (@)

Since ] (o) = 0, we obtain ], (@) = —J, .1 (@) and (6) now becomes,
1
1
Jx712 (ax) ax = 3 Uiy (@) F
0

This result is known as the Lomsmel integral formula.
Note : The orthogonal property is also presented in the form :
a4 0 ifoazp
Jx1 (ax)y 1 (Bx) dx = 2
0 = Upir(a) P ifa =B

This result can be established working on similar lines as before.

5.5] Series Solution of Legendre’s Differential Equation

We have Legendre differential equation,

2
(1—#)%—2x%+n(n+1)y=o D

The coefficient of y* = (1—12) = Py(x) and Py(x) # 0 at x = 0.

We employ power series method to solve this equation.

We assume the series solution of (1) in the form

y=§ a x o (2)

r=0
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= Yar(r-1)x"2
0
Now (1) becomes,

(1-2%) Tar(r-1)x 2 —2x§arrxr_1 tn(n+1)¥ ax =0
0 0 0

[}

ie., pX ai’r(r'-l)x"—2 -Xar(r-1)x - % 2arxX+ n(n+1) 3 ax =0
0 0 ] 0

We equate the coefficients of various powersof x to zero.

We firstequate the coefficients of ¥ % and x~ available onlyin the first summation
to zero.

Coeff. of x™%:  4y(0) (1) =0=> 4,0

Coeff. of ™1: 4 (1)(0)=0 = 4 20
Nowweshall equate the coefficientof x" (r 2 0) to zero.

Le., ar+2(r+2)(r+1)-—arr(r—-l)—2arr+n(n+1)ar==0
i.e.,_‘ ar+2(r+2)(r+1)=ar[r(r—l)+2r—n(n+1)]

_ —[n(n+1)-—r2-r]
Oraz = (r+2)(r+1) & -G

Putting r = 0,1,2,3,... in (3) we obtain,

or

—n(n+l)  _(nf+n-2) —(n-1)(n+2)

a2=—2+—~—a0,a3-—~—~*6—a1= 6 ay

_—(n*+n-6) g = (n=2)(n+3) -n(n+1)
% = 12 2~ 12 3 %
, n(n+1)(n-2)(n+3)
z.e._, 4= 24 aO
; _-(n2+n-12)_a *—(n—s)(n+4)_-(n-l)(n+2)a
5 20 37 20 6 1
ie., fy = (n—l)(n+21)2(0n-3)(n+4) a and so-on.

We substitute these values in the expanded form of (2):
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y=a0+alx+azxz+a3x3+a4x4+a5x5+---

Since constants B Bys - are in terms of a, and fy Bz, ... are in terms of @, we
rearrange the RHS in the form

_ 3
y—(a0+a2x+a4r2+ ) H (A x +ayx +a5x5+---)

On substituting for Ay g, A5 ... WE obtain

n(n+1 n(n+1)(n-2)(n+3
yzao[l_ﬂT)rzlr (n+1)(n=2)(n )x4____}

. al[x_(n—l)(n+2)x3+(n—1)(n+2)(n—3)(n+4)x5_‘”] @

3! 5t
Let u(x) & v(x) respectively represent the two infinite series in (4) so that we have

y=ayu(x)+a,v(x) ... (5)

This is the series solution of Legendre’s differential equation.

Legendre Polynomials

If n isapositive even integer, 4,4 (x) reduces to a polynomial of degree n and if
n isapositive odd integer a, v{x) reducestoapolynomial of degree n. Otherwise
these will give infinite series called Legendre functions of second kind.

It may be observed that the polynomials u(x), v(x) contain alternate powers of
x and a general form of the polynomial that represents either of them in descending
powersof x can be presented in the form

n-2 +

y=f(x)=ax"+a, _,x an_4x"_4+---+1-"(x) D

a, if n is even
where F(x) = a, x if n is odd
We note that a_ is the coefficient of ¥ in the series solution of the differential
equation and we have obtained, [ Refer (3} in the previous article]
2 =—[n(n+1)-r(r+lll£I
r+2 (r+2)(r+1) r

.. (2)

We plan to express 4, _,, 4, _, . presentin (1) in terms of a,. Replacing r by
(n-2) in(2)'we obtain
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_ -[n(n+1)-(n-2)(n-1)] 2

O n(n-1) n-2
ie, g -_t4n-2),
" n(n-1) n-2

_—n(n-1)
O 2= T2ao1) %

Again from (2), on replacing r by (n-4) we obtain

_-ln(n+1)-(n-4)(n-3)]

n-2 (n-2)(n-3) “n-4

_ _—(8n-12)
n-2" (n-2)(n-3) n-4

—(n-2)(n-3)
or T 4(2n-3) A2

. _n{(n=-1)(n-2)(n-3)
n-4 2.4(2n-1)(2n-3)

a, by using the value of a4, _, and so-on.

Using these values in (1) we have,

- = n_ f{n=1) n-2
y=flx) =a, {x 22n-1) ©

n(n-1)(n-2)(n-3) 4
2:4(2n-1)(2n-3)

.....+G(x)

ao/an if n is even.
where G(x) = al"/“n if nis odd.

Ifthe constant a, issochosensuchthat y = f(x) becomes 1 when x = 1, the

polynomials so obtained are called Legendre polynomials denoted by P (x).

1.3-5.--2n-~1

Let us choose a = — o to meet the said requirement. That is
_1.3-5---(2n-1) no n(n-=-1) 4_»
Pu(x) = ! [x 2(2n-1)

n(n-1i(n=-2)(n-3) ,_4
2-4(2n-1)(2n-3) 'J -G



264 SPECIAL FUNCTIONS

We obtain first few Legendre polynomials by putting n = 0, 1, 2, 3, 4

Po(x)=1

Pl(x)=%[x}=x
1.3 2(2-1) 3 1} 1

Py =57 | ¥-753 0}5["2‘5)*5(3’2“”
1-3:5 3(2

Py(x) = = [x3— 2(_5)x]=—2—[x3~%x)_%(5x3—3x)

P,(x) = M[;_um xz+4(3)(2)(1)}

4! 2(7) 2-4(7)(5)
ie., P4(x)=§§5-[x4—gx2+ %]=%[35x4—30x2+3] etc.

It can be easily seen that all these expressions give 1 at x = 1 inaccordence with the
definition of Legendre polynomials.

5.52| Rodrigue’s formula

We derive a formula for the Legendre polynomials P _(x) in the form

1 4"

7 ;; ( “-1 Y known as Rodrigue’s formula.

P (x)=

Proof: Let u = (¥*—1)"

We shall first establish that the n™ derivative of u, that is u, is a solution of the
Legendre’s differential equation

(1-x1)y” - 2xy’ + n(n+1)y =0 (1)
Differentiating # w.r.t. x, wehave,
i—z =y = n{xz—l)""l-lx or (9.2——1)111 = 2nx(x2—1)"

ie., (x2—1)u1=2nxu
Differentiating w.r.t. x again we have,

(5\72--1)1:2 +2xu; =2n(xu +u)
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We shall now differentiate the result n times by applying Leibnitz theorem for the n'
derivative of a product given by

nin-1)
(LIV)n= uv, +nU1Vn_1+—-2!—— uzvn_2+ ---+UnV

[(xz—l)uz]n + 2 [xul]n =2n [xul]n +2nu,

ie., [(;\.’z—l)un+2 tn2x-ou +n_(312—_12 -2-un} + 2[x“n+1 + "'l'unJ

=2n[xun+1+n-1-unJ+2nun
Le (1’2—1)u +2nxu +(n2mn)u +2xu +2nu
ot n+2 n+1 n n+1 n
— 2
—2nxun+1+2n un+2nun

. 2 =
ie., (xz—l)un+2+2xun+1~n u, ~nu =0

ie. (x‘z—l)un+2 *2xu, o —nu (n+l)= 0

or (l—xz)u

w42 2xun+] + n(ﬂ+1)u,1 =0

This can be put in the form,
(I—xz)ur;’—2xu'; tn(n+l)u =0 : .. (2)

Comparing (2) with (1) we conclude that u » isasolution of the Legendre’s differential
equation. It may be observed that u is a polynomial of degree 27 and hence u,
will be a polynomial of degree n.

Also P_(x) which satisfies the Legendre differential equation is also a polynomial
of degree n. Hence u , must be the same as P (x) but for some constant factor k.

ie,  P(x)=ku, =k[(£-1)"]
be,  P(x)=k[(x-1)"(x+1)"],

Applying Leibnitz theorem for the RHS we have,
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P (x)= k[(x—l)”{(x+1)"} +non(x-1)y"1 {(x+1)"}

L n(n-1)

> nin-1)(x-1y"2 {(x+1)"}
. "

Fo {(x=1)7 (x+1)"_J .. 0)
n
It should be observed thatif Z = (x—-1)" then
Z =n(x-1)""1, Z,=n(n-1)(x=1)""% etc.
Z, =n(n=-1)(n=-2) --2-1(x-1)""" or Z, = nt(x-1)° =nl

{(}c-l)"}n=n!

We proceed to find k by choosing a suitable value for x.
Putting x = 1 in (3) all the terms in RHS become zero except the last term which

becomes nl (1+1)" = n!2"

ie., Pn(1)=k-n!-2" and P (1) =1 by the definition of P, (x).

=k-n-2" or k= 1
n! 2"
Since P, (x) = ku,, wehave, P, (x)= mlzn{(xz-n"}n
Thus we have proved that P, (x) = £ (xz—l)" [ Rodrigue’s Formula ]
" 2".n1 &

-_—-__.-__.._--—_-—-—-—_-..--—-_-.—--—_-.._———_--—--—_—

WORKED PROBLEMS
30. Using Rodrigue’s formula obtain expressions for Py(x) Py(x) P, (x), Py(x),

P,(x) and Pg(x) Hence express 2 ¥, x*, ¥ intermsof Legendre polynomials.

>> We have Rodrigue’s formula

P (x) = —— o (2-1)

2"n! dx"
Weshallput n = 0,1,2,3,4,5 successively in this formula.
P (x)=——i?~ (2-10 =1
0 2001 ax°

Py(x) =1
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d
Pi(x) = - 2 (1) = 2(2) =

2l 11 dx
Pl(x)zx

__ 1 & 2
Py(X) = e 5 (- 1)
Pz(x)=—;-(3x2—l)

_ 1 & 3
P3(I)—'ﬁ7d;3—(x2“1)

1 &

=‘4—8E(x6—3x4+3x2—1)

2
1 d (-2%41) = % (12¢%-4)= %(33?-1)

1 4
Py(x) = &5 (1202 - 72x) = % (5x> - 3x)

P,(x) = %(w3 - 3x)

ka)——l-f—d‘(xz—l)’*
4 2241 gt
1 44

16x24 gob

where we have used the binomial expansion

(B-abrext—a2?41)

(x-aY'=x"—n. X lawrn. ¥ 22 _, x"_3a3+---+(—1)"a"
Cl C C

2
h

d m m! m

Weshallalsouse, E (x )=(—‘""Tn)!'x
_ 1 [8 4, 6 4
Now, P4(x)-16x24[4!x .4x2!r2+6><0

= 4—
oo | 1680x 14:40;:2 +

[35¢% - 302 + 3]

T lex24

" where m>n

144]

3

f
. 0
!x]
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P,(x) = % [35x% — 3022 + 3]

| 1 4° 5
Ps(x) 255' ds( )
1 d° 8 6 4,52
= 3% 120 de(x - 5x" + 10x° — 10x* + 5x° - 1)
o1 (1005 8 6!
_32)(120(5 - 5x x3+10x1lxj
=5 )(1120 (30240 x° — 33600 x> + 7200 x)

P (x) = % (63Jr5—70x3 + 15x), on simplification.

We now express P . P . P , x> in terms of Legendre polynomials.

Consider P,(x) = % (3% - 1)
or 2P2(x)=3x2—10r 3% = 1+ 2P, (x). But Py(x) =1
? = P(x)+ P(x) (D)
Next consider P, (x) = % (Sx3 - 3x)
or 2P3(x)=5x3—.3x or 52> = 2P, (x) + 3x. But P (x) = x

x3——P(x)+ P (x) @

Now consider P,(x) = %(35x4 - 3022 + 3)
ie, 8P, (x)=3"-302+3 or 35 =8P (x)+30F -3
ie,  35¢* = 8P,(x) +10 [2P,(x)+1]-3, by using ().

ie, 35x* =8P (x)+20Py(x)+7

x4=%P4(x)+4 (x) + = P(x) ... 3)

Next consider Pg(x) = % (63x° - 702 + 15x)
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ie, 8P (x)=63x-703+15¢x or 63x° = 8P, (x) + 70° — 15¢
5 5

Using x = P, (x) and (2) we have,
63x° = 8P (x) +14 [2P;(x) + 3P, (x)] - 15P, (x)

ie, 632" = 8P;(x) + 28P,(x) + 27P, ()

4
=%P5(x)+§P3(x)+%P1(x) ... (4)

Note : Expressing x°, x>, x*, - in terms of Legendre polynomials helps us to express
any given polynomial f(x) in terms of Legendre polynomials.

Working procedure for problems

¥ We write down from memory the expression for )
P0 (x), P1 (x), Py(x) Py(x), P,(x)--- incorrelaﬁonwiththedegreeofthe
given polynomial.

2 Weexpress, %, x>, ¥*, .- in terms of Legendre polynomials.

= We substitute these expressions in the given polynomial function f(x) and
‘simplify to obtain f(x) in the form :
aOPO(x)+a1P1(x)+a2P2(x)+a3P3(x)+---

where 9y, 8y, 8, 83 --- are constants.

31. Express X® + 2x* — 4x + 5 in terms of Legendre polynomials.
>> Let f(x)=x3+2x2—4x+5

1 1
We have Py(x)=1, P (x)=x P, (x) =3 (3x2—1), Py(x) = 5 (5x3—3x)
1 2 2 3
Hence ¥ = 3 Po(x) + 3 P,(x); © =§P3(x) +§P1(x)
Substituting these in f( x) along with x = P (x)and 1= Py (x) we have,
2 3 1 2
f(x)=[§P3(x)+§Pl(x)]+2[§P0(x)+~3~P2(x):'—4P](x)+5P0(x)

Thus  f(x) = %Ps(x) + gpz(x) - %Pl x) + ?71)0(5:)
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3. ff £+2% -x+1=aPy(x)+bP (x)+cPy(x)+dP,(x)
find the valuesof a, b, c, d

>> L.etf(x)=x3+2x2—x+1

As in the previous example substituting for 2, ¥, x, 1 in terms of Legendre
polynomials we have,

f(x) = [%PE’(x) + %Pl(x)] + 2[%P0(x) + %Pz(x)] - Pl(x) + Py(x)

ie., f(x)— (x)+ P,(x) - Pl(x) +gPo(x)

Hence we have,

aPO(x) + bPl(x) +cPy(x) + dP3(x)

5

§P (x) - 2P (x) + 4P (x) + gP (x)

Thus by comparing both sides we obtain

33. Showthat x* — 3% + x ——P (x) - P (x) + P (x) - 4P (x)

>> Let f(x) = *— 32 + x and wehaveobtained,

it = :SP(x)+4 (x)+ (x) x2= (x)+ (x)

Substituting these in f(x) with x = P1 (x) we have,
8 4 2
f(x)—[ Py(x) + 5P (x) + 5 P (X)} [ Po(x)+§P2(x)]+Pl(x)

Thus f(x) = % P,(x) - P (z) + Py(x) - 2 Py(x)

- wr e M A e ms s wm e M Em B W W e MR Er e e e W Er W ow S v S S S W e e Mmoo W S e W s e
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34. Show that

, 1
(1) Pz(cosﬂ) = Z(1+3C0526) (i) Py(cosB) = —;—(3(:059 + 5¢0s 30)
>> (i) Wehave Pz(x)=%(3x2—1)
1 2
Now P2(c056)=-2-(3cos 6-1)
2 1
But cos B='2'(1+c0526)

Pz(cose) =%[% (1+cos20)- 1}= [3+3cos20- 2]

W -

Thus P, (cos B) = %(1+3cos29)
(ii) We also have Py(x) = % (5x3 - 3x)
Now Ps(cose) = % (5cos39 - 3cos6)

But cos’@ = %(00539 + 3cos9)

P3(cose) -%[5%(&:0539 + 3cos6) - 3C089j|

]

[5c0830 + 15¢c0s0 — 12cos 8]

35. Obtain Py (x ) from Rodrigue’s formula and verify that the same satisfies the Legendre’s
equation in the standard form.

>> P3(x)=%(5x3—3x) [ Refer problem-29 ]
We have Legendre’s equation

(1—x2)y”—2xy’+n(n+1)y =0
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We have to verify that,
(1~2%) Py"(x)-2x Py (x)+3(3+1) P,(x) =0, since n =3

From the expression of P, ( x ) we obtain,
P/ (x) = % (152-3)and P,” (x) = 15
Consider (1~x%) P,” (x)-2x Py (x)+12P,(x)
= (1-2) (15x)-2x 3 (15x2-3)+12--;- (5:%-3x)

=15x-15x-152 +3x+30°-18x = 0

Thus we have verified that P, (x) satisfies Legendre’s equation.

36. State Rodrigue’s formula for Legendre polynomials and obtain the expression for P,(x)
from it. Verify the property of Legendre polynomials in respect of P, (x ) and also find

+1
[P, (x) dx

-1

1

2" n!

1]
>> Rodrigue’s formula: P, (x) = }-;[(12—1)"]
x
By putting # = 4 we obtain P, (x) = % (35x4-30x2+3) [ Refer problem - 29 ]

Now P,(1) =%(35-30+3) =1

The property P, (x) = 1in respect of Legendre polynomials is satisfied for P, (x).
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+1 +1
Also, [xP,(x)dx = j'x3-% (35x*-302+3) dx
-1 -1

+1
=2 [(3557-305+34) ix
-1

1 1 1
1 x8 x6 x4
Afs[3] -u[z] 4]
-1 -1 -1
1135 1 3
=§{§(1-—1)—g(l—l)+z(1—1)}=0
+1
Thus _[x3P4(x)dt--0

EXERCISES

ok

. Verify thaty = x] (x)isasolution of thed.e ).’Zy".—xy’+(1+x2—n2)y =0

[ad

. Verify thaty = IO(2\/?1?)3atisﬁesthed.exy”+y’+ay =0

W

. Show that ], (x) = {%—1le(x)—%]0(x)

. Showthat]5(x) = (3;24-224-1}]1(36)—[192 12)Io(x)
X

[ =9

< P
Express the following polynomials interms of Legendre polynomials

5. P +2+x+1 6. 4x° - 2% _3x+8

7. 243?452 8 (x+1)(x+2)(x+3)
9, Show that P4(¢ose) = é(35c0546+20c059+9)

10. Obtain the expression for P, (x) from Rodrigue’s formula and verify that the

same satisfies the associated Legendre’s equation. Also show that
+1

Ix Ps(x)dx =0
-1
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ANSWERS

5. %PO(x)+ (x)+ (x)+ P (x)

2
6. —2P0(x)—gP1(x)—3 (x)+ Py(x)

-22 34
7. 4P (x)+_~P (x)— 21 2(x)+ (x)+

105 35 Fa (%)

8. 8Py(x) + 58P (x)+4P, (x)+ P (x)
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?ﬁ% Unit - VI

Probability Theory - 1

6.1| Introduction

In our normal conversations we make statements like ‘T am likely to be out of station’,
‘Thave a good chance of being selected to the job’ etc. In such statements we are not
sure of the outcome but we intend to estimate the chances of our statments being true.

Probablity gives an insight for such things in a mathematical way.

6.2| Definitions
Exhaustive event : An event consisting of all the various possibilities is called an
exhaustive event.

Mutually exclusive events : Two or more events are said to be mutually exclusive if
the happening of one event prevent the simultaneous happening of the others.

Examples

1. In tossing a coin, getting head and tail are mutually exclusive inview of the fact
that if head is the turn out, getting tail is not possible.

2. In throwing a cubical “die’, getting any of the number 1, 2, 3, 4, 5, 6 are mutually
exclusive as the turn out of any number rules out the possibility of the turn out of
other numbers.

Independent events: Twoor moreeventsaresaid tobe independent if the happening
or nonhappening of one event does not prevent the happening or non happening of
the others.

Examples

1. When two coins are tossed the event of getting head is an independe t event as
both the coins can turn out heads. '

2. Whenacard is drawnat random froma pack of 52 cards and if the card is replaced,
the result of the second draw is independent of the first. But if the card is not
replaced then the result of the second depends on the result of the first draw.

Mathematical (priori) definition of probability : If the ouicome of a tria' consists
exhaustive, mutually exclusive, equally possible cases, of which m of them are
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favourable cases to an event E, then the probability of the happening of the event
E, usually denoted by P (E) orsimply p is defined to be equal to m/n.

. number of favourable cases m
Thats, PCE) =P =~ omber of possible cases ~ n

The probability can atmost be equal to 1, because the number of favourable cases and
the number of possible cases can atmost coincide with each other.

Since m cases are favourable to the event, it follows that (n—m) cases are not

favourable to the event. This set of unfavourable events is denoted by E orE’

Therefore probability of the non happening of the event usually denoted by g is

given by

n-—m
n

or P(f) = n;m = 1—% = l-P(E)
m

ie., g=1- "

=1-p or p+qg=1

Equivalently P(E)+P(E) = 1

p is also refegged to as the probability of success and g as the probability of failure.
Their sum is always equal to 1.

If P(E) =1, E iscalledasureevent & if P(E) = 0, E iscalled animpossibleevent.
Examples
1. The probability of getting a "head’ in fossing of coin
The possible outcomes are head and tail.
Number of possible (exhaustive) cases (n) = 2

Number of favourable cases (m) = 1

2. The probability of getting (a) king (b) king or queen, when a card is drawn at random
from a pack of 52 cards.

Number of possible (exhaustive) cases (1} = 52

(a) Number of favourable cases (m) = 4

Probability of getting aking (p ) = % = 5_%-2‘ = 11—3

(b) Number of favourable cases (m) = 4+4 = 8

Probability of getting a king or queen (p) = % = 382— = —125
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3. The probability of getting (a) a number greater than 2 (b) an odd number (c) an even
number when a ‘die’ is thrown,

Number of possible cases/outcomes (n) = 6
(@) Number of favourable outcomes = (m) = 4, since 3, 4, 5, 6 numbers are
favourable to the event.

Probability of getting a number greater than2 (p) = % =

WM

(b) Number of favourable out comes { m ) = 3, since 1, 3, 5 are favourable to the event.

probability of getting an odd number (p) = % = %

, since 2, 4, 6 are favourable to the event,

N =

(c) Similarly we have (p) = % =

R Em e g e o o Er s Em M e e e W MR M e e M M M A by e TR W TR Er E mm e W EE e . e e o

4. Probability of (a) getting a total more than 10 (b) getting a total less than 10 (c) getting
a total equal to 10 when two dice are thrown simultaneously.

Number of possible out comes when two dice are thrown simultaneously is given by
(n) = 6% = 36
(a) Favourable outcomes are (5, 6),(6, 5)and(6, 6). Thatis(m) = 3

. " 3 1
the required probability (p ) = %=1
(b) Favourable outcomes are all the outcomes except those in the first case.

Thatis(m) = 36-3 = 33

the required probability (p) = % = %
(c) Favourable outcomes are (4, 6),(6, 4)and (5, 5). Thatis(m) = 3
the required probability (p) = 533 = %

5. Probability that a leap year will have 53 'sundays.

In a leap year there are 366 days when it comprises of 52 weeks and 2 days. These two
days can be (i) Sunday & Monday (ii) Monday & Tuesday (iii) Tuesday &
Wednesday (iv) Wednesday & Thursday (v) Thursday & Friday (vi) Friday and
Saturday (vii) Saturday & Sunday.

Number of possible outcomes (n) = 7
Number of favourable cases (m) = 2 [(i) & ( ii) outcomes]

the required probability (p) = %
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Empirical (Statistical) definition of probability

The mathematical definition of probability fails when the number of outcomes is
inifinite (not exhaustive) and the outcomes are not equally likely.
The empirical definition is as follows.

If the experiment/trial is repeated a large number of times under essential identical
conditions, the limiting value of the ratio of the number of times the event E happens
to the total number of trials as the number of trials increases indefinitely is called the
probability of the happening of the event E.

In brief we can say that, if m is the number of times in which an event E occurs in a
series of n trials then the probability of happening of E is defined by,

p=P(E) = lim %

H —) oo

6.3] Probability theorems

Addition theorem of probability

The probability of the happening of one or the other mutually exclusive events
is equal to the sum of the probabilities of the two events.

That is, i): A, B are two mutually exclusive events then,

P(AorB)=P(A) + P(B)
Proof : Let the total number of exhaustive, mutually exclusive and equally possible
cases in the trials be n. Out of these let m, cases be favourable to the event A and
m, cases be favourable to B.

Hence the number of cases favourable to either A or B is my + m,

my+m, mm

n ¢! n

P(A or B) =

m
Since m, cases are favourableto A, P(A) = _nl

",

Since m, casesare favourableto B, P(B) = o
Substituting these in the RHS of (1),
P(AorB)Y=P(A) + P(B)

This proves the addition theorem of yrobability

Note : The theorem is also true fo finite number of mutually exclusive events
Al'Azf"‘An and we have,

P(A, or Ay or A; ... orA ) ="P(A)+ P(Ay) + ...+ P(A)
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An Hlustration

Suppose a card is drawn at random from a pack of 52 cards and we need the probability
of getting a King ( K ) or a Queen { Q). As there are 4 Kings and 4 Queens, 8 cards are
favourable and the probability of getting any one of them is 8/52 which is the LHS
of the theorem. Now P{K) = 4/52 and P((Q) = 4/52 whose sum, as in RHS of
the theorem is, 4/52 + 4/52 = 8/52 which is same as LHS.

Product theorem of probability

If a compound event is made up of a number of independent events, the
probability of the happening of the compound event is equal to the product of
the probabilities of the indepenent events.

Thatis, If A and B are independent events then P(A aud B) = P(A) - P(B)
Proof : Since A and B are independent events, let us suppose that the event

A occursin a; ways and fails in b, ways;
B occursin a, waysand failsin b, ways, all of which are equily likely.

| )
P(A)=a and P(B)= ———

1+b1 a2+b2

There are four possibilities for the compund event as follows.

(i) A occurs and B occursin a,-a, ways

(ii) A occurs and B doesnotoccurin - a, - b, ways
(iti) A doesnotoccur and B occursin b, 4, ways
(iv) A doesnotoccur and B doesnotoccurin bl-b2 ways.

Thus the number of possible ways for the compound event is the sum of the these
givenby ‘ _

a,a, +a; b, + Ayby+ by by = (a,+b;)(a,+b,)
The number of ways favourable to the compound event is 4,4, and hence the
probability of the happening of the compound event is
f1%
(a; + by)(ay+b,)

P(A and B) =

% Ay
- . - = P(A)-P(B
(a]+b1) (a2+b2) (A)-P(B)

Thus P(A and B) = P(A) - P(B).
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This proves the product theorem of probability.
Note : The theorem is also true for finite number of independent events
Al, Az, A3, ... and we have,

P(Ajand Ay ...and A ) = P(A,) - P(A,) ... P(A,)

An Hlustration

Suppose that there is a function for which two guests G, and G, are expected to be
present. The four possibilities are that (i} both G, and G, are present (ii) G, is
present and G, is absent (iii) G, is absentand G, is present (iv) both are absent.
These are equally likely. The only case fabourable is the presence of both G, and
G,. The corresponding probability is 1/4 which is LHS of the theorem.

Looking independently, the probability of G, being present is 1/2 because G,
presentor G, absent are the only two possibalities. Similarly the probability of G,

being present is also 1/2 and the product of these two probabilities as in RHS of the
theoremis 1/2 - 1/2 = 1/4 which is same as LHS.

WORKED PROBLEMS

1. A box contains 3 white, 5 black and 6 red balls. If a ball is drawn at random what is the
probability that it is either red or white ?

>> Total number of balls in the box =14

P (getting a red ball) = % ;
6.3 _9
14 14 14
-{ By addition Mheorem since the two events are exclusive }

" "I'hus the required probability is 9/14 .

P (getting a white ball) = 13 i

P (getting red or white) =

2 An urn contams 2 white and 2 black balls and a second urn contains 2 white and 4 black
 balls. If one ball is drawn at random from each urn what is the probability that they are
of the same colour 7

‘.>>, Total namber of balls in the firsturn = 2W + 2B = 4
Tbtal rumber of balls in the second um = 2W + 4B =6

Case-( 1) Suppose both the balls draw n are white, then the probability is % % =

‘Case-(ii) : Supose both the balls drawn are black, then the probabi]ity is i— X % =
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Since either of these two cases are favourable to the event, the required probability by
addition theoremis 1/6 + 1/3 = 1/2

Thus the required probability is 1/2.

e el i e e e

3. Anurn A contains 2 white and 4 black balls. A second urn contains 5 white and 7 black

balls. A ball is transferred from A to B and then a ball is drawn from B. Find the probability
that it is white.

>> Total number of ballsinurmn A = 2W + 4B = 6

Total number of balls inurn B = 5W + 7B = 12
Since a ball is transferred from A to B, two cases arise.
Case-(i)  Suppose the transferred ball is white.
Probability of the transfer of a white ballis 2/6 = 1/3
Then urn B will have 6W and 7B = 13 balls.
Herce probability of getting a white ball from B after the transfer is 6/13.
= Probability of transferring a white ball and getting white from B is

1 6 2

3 1313
Case-(i))  Suppose the transferred ball is black. Probability of transfer is 4/6 = 2/3
Thenurn B will have 5W and 8B = 13 balls.
Hence the probability of getting a white ball after the transfer is 5/13.
- Probability of transferring a black ball and getting white from B is
2 5 10

3137 39

Either of these two cases are favourable to the event.

- Em Em E A - = o w m o E o o T W B O e o R M e e e e e M e e W e e mm e ew mn m m e Ee

4. A bag contains 4 white and 2 black balls. Another bag contains 3 white and 5 black balls.
If a ball is drawn from each, find the probability that (i) both are white (ii) both are black
(iii) one is black and another is white.

>> Total number of balls in the first bag (B)) is 4W + 2B = 6 balls.

Total number of balls in the second bag (B, )} is 3W + 5B = 8 balls
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(i) Probability of getting both white

P(Wand W) is % X % = % by applying product theorem.

(i} Probability of getting both black

2 5_5
P(BandB) is £ %X8°=

(1u)P(BfromB anderomB)_% %:%

or P(W from B, and B from B, )—é %

Either of these two cases are favourable to the event.

Thus the required probability by addition theorem is 1 + % = g

5. Two cards are drawn in succession from a pack of 52 cards. Find the probability that the
first is king and the second is queen if the first card is (a) replaced (b) not replaced.

>> (a) Probability of getting king = ;542— = 1—13-
4 1
Probability of getting queen = 2 =13
Thus P (getting king and queen) = i X 115 = T;—9 ( When the card is replaced )

(b) In the second case as before, the probability of getting king is 1/13.

If the card is not replaced then there will be 52 -1 = 51 cards in the pack and the
probability of getting queenis 4/51.

Thus, P (getting king and queen) = % X % = "6765 { When the card is not replaced )

e ek am Em W o M Wm EE Er v e AL AR e Em Em e v S m M BN R A W W W T Mm e MR M M B W R e e W o W oW~ —

6. 5 balls are drawn at random from a bag of 6 white and 4 black balls. What is the chance
that 3 of them are white and 2 are black ?

> Total number of balls = 6W + 4B = 10 balls.

The number of possible ways of selecting 5 balls out of 10 is 10 Cs
3W from 6W can be selected in © C; ways & 2B from 4B can be selected in 4 C, ways.

3W and 2B can be selected in Cy X 4 C, ways.
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Thus the required probability of getting 3W and 2 B out of 10 balls is

7. There are 10 students of which three are graduates. If a committee of five is to be formed,
what is the probability that there are (i) only 2 graduates (ii) atleast 2 graduates.

>> As there are 3 graduates, the other 7 be taken as non-graduates. Since a committee
of 5 is to be formed, there are 1° C, ways of selecting 5 people out of 10.

(i) Only 2 graduates imply the other 3 must be nongraduates.

The number of ways of selecting 2 out of 3 and 3 out of 7 is > G, x 7 C,.

Thus the required probability of having only 2 graduates is

3 7
sz C3

5 . . . .
T =3 ( On simplification )

(ii) Atleast2 graduates, will give rise to the following two cases.

2 graduates + 3 nongraduates or 3 graduates + 2 nongraduates. .
The probability in the first case as already computed is 5/12.

The probability of having 3 graduates and 2 nongraduates is given by

3 7 :
C3X C2=i

i0 12
CS
Either of these two cases is favourable to the event.

Thus the required probability by addition theorem is % T
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8. The probability that a person A solves the problem is 1/3, that of Bis 1/2 and that of
Cis 3/5. If the probelm is simultaneously assigned to all of them what is the probability
that the problem is solved ?

>> Itshould be noted that even if any one of them solves the problem, 1t is presumed
that the problem is solv 1.

Hence we shall consider the probabilities for the following cases.

" A not solving the problem = 1 - % = %
. 1 1
B not solving the problem = 1 - 5=3
. 3 2
C not solving the problem = 1 — 5= %
i : .2 1 2 2
the probability that the problem is not solved at all is 3%X3%X5%1s

Equivalently we can say that g = % |

But p + 4 = 1 where p isthe probability of solving the problem and g is the
probability of not solving the problem.

The required probabilityis p = 1-¢

9. If two numbers are selected from the set of numbers i 0,1,23,... 9} find the chance
that their sum is equal to 10.

>> The set has 10 numbers and the number of ways of selecting 2 out of 10 is 10 c,

The various possible pairs of numbers giving 10 as their sum are

(1L,9):(2,8);(3,7); (4,6), being 4 possibilities.

Thus the required probability is —— = -
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10. From 6 positive and 8 negative numbers, 4 numbers are chosen at random {without
replacement) and multiplied. What is the probability that the product is a positive number.

>> To get the product of 4 numbers positive we have the following 3 possibilities
where P denotes a positive number and: N deriotes a negative number.

4P and ON ; 2P and 2N ; OP and 4N
the associated probability is given by

6

x 8 6. x8 6. x 8
C4 C0 C2 C2 C% Ci 1
+ + =1001 (15+420+70) = 0.5045

14 14 14
C Q Cs

4
Thus the required probability is 0.5045

11. Abox contains tags marked 1,2, . .. n. Two tags are chosen at random. Find the probability
that numbers on the tags will be consecutive iniegers if (i) tags are chosen with
replacement (ii) tags are chosen without replacement.

>> (i) No.of tags = n and selection of 2 tags can have the pairs of numbers

(1r2)1(1r3)!(114)r(11 n)
(211):(2.!3)!(2:4)'"'(2.'”)
=n(n-1) ways

(n, 1), (n, 2),(n, 3),---(n,n-1)
On replacement, the total number of ways = n+n(n-1) = n?

The favourable cases are,

(11 2)! (2.r 3): (3r 4); "'(Tl—l, n)
(2, 1)! (31 2)f (41 3}! "'(nt ﬂ‘-l)

2(n-1)

nz

}=(n-—1)+(n—1)=2(u-—1)

Thus the required probability =
(ii) 2 tags canbe selected out of n tagsin n c. ways. The favourable cases are
2

(4, 2),(2,3),---(n-1,n) =(n-1) ways

. qee M-l (n-1)
lity = =
Thus the required probability "Cz n(-1)2
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12. A bag contains 10 white and 3 red balls while another bag contains 3 white and 5 red balls.
2 balls are drawn at random from the first bag and put in the second bag. Then a ball is
drawn at random from the second bag. What is the probability that it is a white ball ?

>> BI:10W+3R=13 balls
:3W+5R - 8 balls

When two balls are drawn at random from the first bag, the number of p0551ble ways

is 13 . The outcomes may be
G

(W & W), (R & R), (W & R)

10¢ e 3x 10
P(2W) === ; P(2R) = == ; P(1Wand 1R) =
13, 13, 13,
2 2 2
B,+2W =5W+5R = 10 balls ; .P(W) = 5/10
B,+2R =3W+7R =10 balls ; P(W) = 3/10

B,+(1W+1R) =4W+6R =10 balls ; P(W) =4/10

Probability in each of these cases are respectively

10 3
G 5 5 3 3 4

T X Ta i Ta e X 3 Ta X aa
13C2 10 13C2 10 13(:2 10
Since either of these 3 cases are favourable to the event the required probability is the
sum of all these.
Thus the probability is given by
1

1013,

[10C2-5+3C2.3+30-4] = 0.454

13. Three groups of children contain respectively 3 girls and 1 boy, 2 girls and 2 boys, 1 grrl
and 3 boys. One child is selected at random from each group. Find the probability of
selecting 1 girl and 2 boys.

>> The required event of selecting 1 girl (G) and 2 boys (B) can be in the following
ways which are mutually exclusive. The associated probabilities is also worked out.

|  Grouwp I!_ 142 ﬁ!é‘l 7 j Probabilities ]

- Ep-t_i_oﬂ——_l____j___‘(_;__wBr_r_%rﬁB ! 3/4.2/4.3/4 = 9/32
Option-2 B{GI1 B | 4.%4.3/4=3/32
Option-3 B | B [ G T 1/4.2/4.1/4 = 1/32

The required probability is the sum of all these probabilities.
Thus we have, 9/32 +3/32+1/32 = 13/32
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14. A bag contains 40 tickets numbered 1, 2, 3, ---40, of which four are drawn at
randam and arranged in the ascending order. (t; <k < ty < t,)

Find the probability of t; being 25 .

>> 4 tickets out of 40 can be selected in 40(: ways.
: 4

It t; = 25 then £, and t, mustbe from 1 to24 which can be selected in 24. ways.
2

Also t, must be from the remaining 15 tickets numbered 26 to 40 and there are 15
ways of selecting £,

Hence the number of ways favourable to the event is 24, x 15 = 4140
2

4140 4140

4OC4 91390

Thus the probability of £, being 25 is 0.0453

probability of ¢, being 25 =

15. Two dice are thrown. Find the proability of (a) getting an odd number on the one and a
multiple of 3 on the other (b) one of the dice showed 3 and sum on the two dice is
9(c) sumon the two dice is 9 (d) Sum on the two dice is 13.

>> Here we need to list out all the various possible outcomes-( 62 = 36 ) of the
simultaneous throwing of two dice. They are as follows.

(1, 1) (2,1) (3,1) (4,1) (5,1) (6,1)

(1:2) (2,2) (3,2) (4,2) (5,2) (6,2)

(1,3) (2,3) (3,3) (4,3) (5.3) (6,3)

(1,4) (2,4) (3,4) (4,4) (5,4) (6,4)

(1,5) (2,85) (3,5) (4,5) (5,5) (6,5)

(1,6) (2,6) (3,6) (4,6) (5,6) (6,6)
Total number of outcomes = 36

(a) The favourable cutcomes in the case of getting an odd number on one “die’ and a
multiple of 3 on the other ‘die’ is as follows.

(i) (1,3) (1,6) (3,3) (3,6) (5,3) (5,6)
(ii) (3,1), (6,1), (6,3), (3,5) (6,5)
Total number of favourable outcomes = 11

Thus the required probability = 11/36
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(b) The favourable outcomes in the case of one ‘die’ showing 3 and sum of the two
diceis9are (3, 6)and (6, 3 )being equal to 2.

Thus the required probability is 2/36 = 1/18

(¢) The favourable outcomes in the case of sum on the two dice is 9 are
(3,6)(4,5)(5, 4)(6, 3)being equal to 4.

Thus the required probability is 4/36 = 1/9
(d) Sum on the two dice equal to 13 is an impossible outcome.
Thus the required probability = 0

6.4| Probability associated with set theory
Recapitulation of Set Theory

A set is a collection of objects and the objects are called members or elements of the
set. Sets are usually denoted by A, B,C, ...

If an element x belongs to A we write x € A, otherwise we write x ¢ A.

If B is a set such that every element of B also belongs to Awe say that Bis a subset of
Awrittenas B c A. This is equivalent to writing A > B read as A contains B.
Every set is a sub set of itself .

A c B and B c A implies A = B.
If Ac B and A # B wesay that Aisa proper sub set of B.

All sets under consideration are assumed to be sub sets of some fixed set called the
universal set usually denoted by U.

A set which contains no elements is called a null set or empty set usually denoted
by ¢.ForanysetA, $ ¢ A c UL

A universal set U is represented geometrically by a set of points inside a rectangle. Sub
sets of U are represented by circles inside the rectangle. Such a geometrical
representation is called a Venn diagram.

Set Operations

The set of all elements which belong to either A or B or both is called the union of two
sets A and B denoted by A v B.

The set of all elements which belong to both A and B is called the intersection of the
sets A and B denotedby AN B.

The set of all elements which belong to A but does not belong to Bis called the difference
of A and B denoted by A-B.

The set of elements of U which does not belong to A is called the compliment of A
denoted by A".
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A’ = U~ A.Notations A, A° are also used for the complement of A.
Two sets A and B are said to be disjoint if A ~ B = ¢

The set of all subsets of A is called the power set of A. It may be noted that ¢ c A,
ACA.

Venn diagrams for set operations

[4UB] [ANB]
] K
7
[4-B] (4]

(Shaded portions in each diagram indicate the set operation)

Some important laws on set operations
1. AUB=BUA ; AnB=BnA [Commutative laws) _
2. AU(BUC) = (AUB)UC ;; AN(BNC)=(A n B) n C [Associative laws)
3. AU(BNC) = (AUuB)YNn(AuUC)

AN(BUC)=(AnNnBYU(ANC)

4, (XC)_B) =ANB ; (m) =AuUB [De Morgan'’s laws]
5. A-B=ANB ; (A)=A

Random experiments, Sample space and Events

The experiments (trials} when performed repeatedly giving different results (ouf comes)
are called random experiments.

] [Distributive laws)

Aset 5 consisting of all possible out comes of a random experiment is called a sample
space, which corresponds to the universal set.

If a sample space has finite number of elements, then it is called a finite sample space
otherwise it is called an infinite sample space.

An event Eisasub setof thesamplespace S. A particular out come that is an element
in § iscalled a sample.
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If E; and E, aretwo events then
(i) E, VE, is the event E, or E, orboth.
(i1) E/n E, istheevent E; andalso E:Z
(iii) E,’ is the event that occurs if E, does not occur.
(iv) E, -E, istheevent E; butnot E,

Example-1 Inthrowing a cubical ‘die’ a number appears at the top. The sample space
consist of six possible numbers.

S={1,2 3 4, 5 6]

Suppose E, is the event of getting an odd number at the top and E, is the event of
getting an even number then

El ={_1’ 3, 5, ; 52 = {2, 4, 6}. JE'1 and 52 are sub sets of S.

Example - 2 Suppose a coin is tossed twice and E is the event of getting atleast one
head, then we have ‘

S=(HH, HT, TH, TTi, E=!HH, HT, TH|

Axioms of Probability (Axiomatic definition of probability)

If § is the sample space and E is the set of all events then to each event A in E we associate
a unique real number P = P(A) known as the probability of the event 4, if the
following axioms are satisfied.

These are known as the axioms of probability.
1. P(S)=1
2. ForeveryeventAinE 0< P(A)s1

3. f A, A,, Ay, .. A, aremutually exclusive events of E then
P(A,U A,...UA,) = P(A)+P(Ay) + ---+P(A)

L]
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Addition rule

If A and B areany two events of S which are not mutually exclusive then
P(AuUB)=P(A)+P(B)-P(A n B)

Proof : We prove the result using the following Venn diagram.

S A B
From the figure

A=(ANnB)u(AnB)
B=(ANB)uU(AnB) _
= P(A)=P(ANnB)+P(ANB), sinceAnBand AN B are disjoint.

P(B)=P(ANB)+P(ANn B), since A B and A n B are disjoint.
Here we have used the third axiom of probability that
P(A1 UA,)=P(A))+P (A,) if A, and A2 are mutually exclusive.

Now P(A)+P(B)=[P(ANB)+P(ANnB)+P(An B)]|+P(A N B)

Thatis P(A)+P(B) =[P(A v B)]+P(A n B)

Thus P(A u B)=P(A)+P(B)-P(A N B)

Remarks :

1. If A and B are mutually exclusive then P(A n B) = 0
P(AuwB)=P(A)+P(B)

This is same as the addition theorem proved earlier ( 6.31)

2. Since P(AnB)20, P(AUB)<P(A)+P(B)

Conditional probability

In many situations the probabilities of two or more events depend on one another.
In otherwords, the happening of one event depends on the happening of the other.

Definition :Let A and B be the two events. Probability of the happening of the
event B when the event A has already happened is called the conditional
probability denoted by P (B/A).
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That is to say that, P(B/A) is the probability of B given A.
Probability of the occurence of both B and A

P(B/A) = Probability of the occurence of the given event A
. _P(ANB)
Thatis P(B/A) = i)(——A) | (D
P(A N B)
Also P = ——— .
0 (A/B) P(B) (2)
Multiplication rule
Wehave from (1), P(A N B)=P(A)-P(B/A) ...(3)

where P(A) > 0. This is called the multiplication rule of probability.

Remark : If A and B are two independent events then P(B/A) = P(B).
Hence (3) becomes

P(ANnB)=P(A)-P(B)
Thatis, P(A n B) = P(A)-P(B) < A and B are independent.
This is same aé a product theorem proved earlier ( 6.32)
Ilustrative Example
Suppose a cubical ‘die’ is thrown. The sample space S = {1, 2, 3, 4, 5, 6}
Let A be the event of getting an odd number. Hence
A =11, 3, 5}
In the next trial let B be the event of getting a number less than 4
Hence, B = {1, 2, 3}

Now P (B/A) isthe probability of getting a number lessthan 4 being odd number.

. _P(AnB)
Thatis, P(B/A) —mp(A)
2 1 3 1
Her, AnB={13}and P(AnB)=¢=5;P(A)=7=7
/3 2

Hence, P(B/A) = 72- = §
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Baye’s theorem on conditional probability
Let Ay, Ay --- A, beaset of exhaustive and mutually exclusive events of the sample
space S with P(A;) # 0 foreach i. If A is any other event associated with A .

H
(Ac v A) with P(A) # 0 then
i=1

P(A;)P(A/A)

P(A/A) = -
> P(A)P(A/A)

i=1

Proof : Wehave 5 = A) W A, U--+A and ACS
A=SmA=(A1uA2u---uAn)nA

Using distributive law in the RHS we have
A=(A1mA)u(A2mA)u_‘---(AnmA)

Since A; A for i = 1 to n are mutually exclusive, we have by applying the

addition rule of probability,
P(A) = P(A1 s A)+P(A2 M A)+---+P(An ~A)

Now applying multiplication rule onto each term in the RHS we have,

P(A) = P(A{)P(A/A))+P(Ay)P(A/Ay)+---+P(A )P (A/A )

That is, P(A) = z P(A;)P(A/A,)
i=1

The conditional probability of A; forany i given A, is defined by

P(A, N A) P(A)P(A/A)
P(A) P(A)

P(A;/A) =

Using (1) in the denominator of the RHS we have,

P(A)P(A/A)

P(A/A) = -
T P(A;)P(A/A)
i=1

This proves Baye’s theorem for conditional probability.
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Note: The mutually exclusiveevents A,, A,, --- A, of thesamplespace S formapartition
of S and theevent A is shaded in the following figure.

In this context Baye's theorem can also be stated as follows.

Suppose A,, A,, +-- A, formapartition of the sample space S & A is any other event, then

P(A;)P(A/A,)

P(A/A) = 5
S P(A;)P(A/A,)

i=1

WORKED PROBLEMS

16. Prove the following :

(i) P(¢)=10

(ii) P(A)=1-P(A) where A isthe compliment of A.

>> (i) Wehave A U ¢ = A foranyset A.

= P(Avu ¢)=P(A)

That is, P(A)+P(0) = P(A) by the probability axiom (3)
or P(d)=P(A)-P(AY=10

Thus P(¢)=0

(ii) Theevents A, A are disjoint and their union is the sample space S.
That is, AUA=S

= P(AUA)=P(S) or P(A)+P(A) =1

Hence we have used probability axioms (3) and (1).

Thus P(A)=1-P(A)
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17. If A C B thenprovethat P(A) < P(B)

> S
BOVA

Since Ac B, A~ B and A are mutually exclusive and their unionis B.
Thatis B= (AN B) U A

= P(B) = P(A n B)Y+P(A), by using probability axiom (3) in the RHS.
or P(BY-P(A)=P(A n B)

Thatis P(B)-P(A) 2 0, by using axiom (2).

Thus P(B) 2 P(A) or P(A) £ P(B)

18. If A and B are independent events, show that the events

(i) A and B (i) A and B (iii) A and B arealso independent.

>> (i) Wehave by De - Morgan's law of sets,

AUB=AnNB

‘Now P(A~B)=P(A U B)

. =1-P(A v B), since P(X)=1-P(X) foranyset X.
=1-[P(A)+P(B)-P(A n B)], by addition theorem.
=1-[P(A)+P(B)-P(A)-P(B)]

Here wehaveused P(A N B) = P(A)-P(B) as A & B are independent events.
Hence P(A nB)=[1-P(A)][1-P(B)] by factorizing the RHS.
Thatis, P(A m B) = P(A)-P(B)

Thus A and B are independent.
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Wehavefromthefigure, B=(ANnB)YU(An B)

Since AN B and A M B are disjoint we have
P(B)=P(A N B)Y+P(A n B)

or P(ANnB)=P(B)-P(A n B)

= P(B)-P(A) P(B)
=P(B)[1-P(A)] = P(B)-P(A)
P(ANnB)=P(A)-P(B)

Thus, A and B are independent.

(iii) We have from the figure,
A=(ANnB)u(AnB)
P(A)=P(A N B)+P(A N B)

or P(ANnB)=P(A)-P(A N B)

=P(A)-P(A)-P(B)

P(A)[1-P(B)] = P(A)P(B)
P(ANB)=P(A)-P(B)

Thus A and B are independent.

1l

19. If A, B, C aremutually independent events, show that theevents A U B and C are
also independent. :

>> Weshall provethat P[(A Vv B} C]=P(A v B)-P(C)}
Now (AW B)YynC=(AnC)u (Bn C) bydistributive law.
= P[(AUB)NC]=P[(AnNnC)u(Bn(C)]

=P(ANnC)+P(BAC)-P{{ANC)n (BN C)]
We have used addition rule in the RHS.

Further we have,

P[(A U B)n C]

P(ANC)+P(BNC)-P(ANBnNnC(C)
P(A)-P(C)+P(B)-P(C)—P(A)-P(B)-P(é)
since A, B, C are muhially independent.
That is, P[(AUB)NCl=P(C)[P(A)+P(B)-P(A)-P(B)]
=P(C)[P(A)+P(B)-P(A n B)]
= P(C)-P(A U B)
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Hence P[(AUB)NC]l=P(AvL B)-P(C)
Thus we conclude that A U B and C are independent.

--------------------------------------------------------------

1L P[(ANnB)U(ANB)=P(A)+P(B)-2P(A n B)
2 P[AnB]=1+P(An B)-P(A)-P(B)

> S 4 B

1. We have from the figure,
A=(AnB)U(ANB)and B= (AN B)uU (A~ B)

Since AN B, AN B, AN B are mutually disjoint we have by addition rule
P(A)=P(ANn B)+P(A N B)

and P(B)=P(ANB)+P(A N B)

Adding these we get,
P(A)+P(B) =P(A N B)+P(A n B)+2P(A n B)
P(ANB)+P(AnNnB)=P(A)+P(B)-2P(A n B)

Since A n B and A N B are disjoint the result can be put in the form,
P[(ANB)U (AN B)l=P(A)+P(B)-2P(A N B)

2. AUB=ANB by De -Morgan's law.

= P(AUB)=P(An B)

ie, 1-P(AuB)=P(ANB)

ie, 1-{P(A)+P(B)-P(AnB)}=P(A n B)

Thus P(A n B) = 1+P(A n B)-P(A)-P(B)

D i B T e T T U

21. If A and B areeventswith P(A u B) = 7/8, P(ANnB)=1/4 and
P(A)=05/8 find P(A), P(B) and P(A N B)

>> P(A)=1-P(A)=1-(5/8) . P(A)=3/8
Wehave P(A U B) = P(A)+P(B)-P(A n B)
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ie, 7/8=3/8+P(B)-1/4
P(B)=7/8-3/8+1/4 or P(B) =3/4
Alsowehave P(A n B) = P(A)~-P(ANn B)=3/8-1/4=1/8
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2. If A and B areeventswith P(A) = 1/2, P(A U B) = 3/4 and P(B) = 5/8,
find the following. P(A N B), P(A n B), P(A U B), P(A N B)

>> P(AvB)= P(A)+P(B)-P(A N B)

ie, 3/4=172+[1-(5/8)]-P(A n B)

P(ANnB)=1/8

Now AUB=ANB (De - Morgan's law)

= P(AUB)=P(ANB)

ie, 1-P(AuUB)=P(ANnB)

ie, 1-(3/4)=P(ANnB)
P(ANB)=14

Nextt ANnB=AuUB {De - Morgan’s law)

‘ie, 1-P(ANB)=P(AUB)
ie, 1-(1/8)=P(AuUB)

Also, P(AnB)=P(B)-P(AnB)
=[1-P(B)}-P(An B)=1-(5/8) - (1/8) = /4
P(ANB)=14

23. If A and B areevents with P(A U B) = 3/4 P(A) = 2/3 and
P(A N B)=1/4, find P(A), P(B) and P(A N B)

>> P(A)=1-P(A)=1-(2/3) . P(A)=1/3
P(AUB)=P(A)+P(B)-P(A N B)
ie., 3/4 = 1/3+P(B)~1/4
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or P(B) =3/4-1/3+1/4 . P(B) =23
P(ANnB)=P(A)-P(A n B)
=1/3-1/4 .. P(AnB)=112
4. Provethat o TTTTTTTTTTmmmmmTmeees )

P(AUBUC) =P(A)+P(B)+P(C)+P(ANnBNC(C)
~P(AnB)-P(BNC)-P(CnA)
>> Letuswrite AUBUC as AU(BuUC) and apply the addition rule.
ie, P(AUBUC)=P(A)Y+P(BUC)-P[AN(BUC)]
ie., P(AUBUC)=P(A)+P(BUC)~-P[{ANB)U(ANC)]
by using distributive law for the third term in the RHS,
Applying the addition rule for the second and third terms in the RHS we have,
P(AUBuUC)=P(A)+[P(B)+P(C)-P(BNC)]
-{P(ANB)+P(ANC)-P[(ANB)N(ANC)]]
But (ANB)N(ANC)is (ANBAC)

P(AUBUC) =P(A)+P(B)+P(CY-P(BnC)
-P(A BY-P(AnC)+ P(ANnBnNnC(C)

Thus we have proved that
P(AUBUC) = P(A)+P(B)+P(C)+P(ANnBNC)
-P(AnB)-P(BNC)- P(CnA)
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25. If A, and A, aretwo events with probabilities 0.25 and 0.5 corresponding to A, and
(A; W A,) respectively, find the probability of A, if

1. A, and A, are mutually exclusive.
2, A, and A, are independent. 3. A, contains A,.
>> Bydata P(A;) = 025 and P(Alqu) = 0.5
1. Wehave P(A U A4,) = P(A)+P(A))-P(ANA,) ...
If A; and A, are mutually exclusive, A, N A, = ¢
P(A;nA))=P($)=0
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Hence (1) becomes,

05=025+P(4,)-0 .. P(A,)=025
2 If A, and A, areindependent

P(A;NnAy)) = 2(A,) - P(4,)
Now we have from (1),

05=025 + P(Az) - 025 . P(Az)
or 0.75P(A,) = 025 s P(A)=V3
3. A, contains A, = A, CA, = A VA, = 4,

Hence P(A U A,) = P(4,) s P(A) =05

------------------------------------------------

26. If A and B are two events prove the following results.
P(A)-P(A N B)

1. P(A/B) = =P (B) where P(B) # 1
and hence deduce that P(A n B) 2 P(A)+P(B)-1
— _ _P(AmB)
2. P(A/B)=1 m__P(B)
>> hY A B
. paBy =408
P(B)

From the figure, A = (A N B)YuU (A N B)

= P(A)y=P(AnB)+P(A N B)
P(ANB)=P(A)-P(A N B)

Alsowehave P(B) = 1-P(B)

Using these in (1) we have,

P(A)-P(A N B)
1-P(B)

P(A/B) =

where P(B) # 1

()
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Further P(A/B) £ 1 and hence
P(A)-P(AnNnB)<1-P(B)

ie, P(A)+P(B)-1<P(An B)

or P(ANnB)zP(A)+P(B)-1

P(ZnB)
~rE) _ @

From the figure, B = (AN B)u (Zr\ B)
= P(B)=P(A N B)+P(A N B)
or P(ANB)=P(B)-P(A N B)

P(B)-P(A N B)
P(B)

2. P(A/B) =

Hence (2) becomes, P (A/B.) =

P(A n B)

Thus P(A/B) = 1- 5(E)

P(A v B/C) = P(A/C)+P(B/C)-P(A n B/C)

P[(Av B)n C]

P(C)
_PlAn (;)(g)(B ake} by distributive law.

_P(AnC)+P(BNC)-P[(ANC)N (B~ C)]
- P(C)

>> P(A v B/C) =

where we have used the addition rule.
Aso (ANnC)N(BNC)=(ANB)nC

P(AnC) P(BnC)_ P(AnB)nC]
P(C) P(C) P(C)

Thus P(A U B/C) = P(A/C)+P(B/C)-P(A n B/C)

e e e i T T

28. If A and B areevents withP(A) = 3/8, P(B) = 5/8 and P(A v B)=3/4
find P(A/B) and P(B/A)

P(A N B) _P(A N B)
g d P(B/A) = “ra)

Consider P(A U B) = P(A)+P(B)-P(A n B)

P(A v B/C) =

>> P(A/B) =
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Thatis, 3/4 = 3/8+5/8-P(A n B)
P(ANB)=1/4

Hence we have, P{A/B) = 14 and P(B/A) = 14

5/8 3/8
Thus P(A/B) =2/5 and P(B/A) = 2/3

29. Given, P(A) = 3/4, P(B) = 1/5 and P(A N B) = 1/20,
find P(A U B), P(AnB), P(AnB) P(A/B), P(B/A),
P(A/B), P(B/A), P(A/B) and P(A/B)
> P(AuB)=P(A)+P(B)-P(ANnB)
= 3/4+1/5-1/20 = 9/10
P(A u B) = 9/10
Wehave P(ANn B)=P(A)-P(A n B) and
P(ANB)Y=P(B)-P(A n B) |
P(A~B)=3/4-1/20 and P(A N B) = 1/5-1/20
P(AnB)=7/10 ; P(A N B) =3/20

Next, P(A/B)y=TAOB) 4 p(pray=-HANE)

P(B) P(A)
1/20 1/20
P(A/B) = /5 and P(B/A) = 3/4
P(A/B) = 1/4 ; P(B/A) = 1/15
Next, P(A/B)=XA0B) g pB/a) =245
P(B) , pPgA)
Weknow that AU B =4 n B (De - Morgan’s law)
=N P(AuUB)=P(A N B)

ie, 1-P(AuUB)=P(AnB)
ie, 1-(9/10) =P(A N B) or P(A n B) =1/10

= w0 1 - B
Hence P(A/B) = 45 = g since P(B)=1-P(B)=4/5
Also P(E/Z):%:%,sinceP(Z)=1—P(A)=z1/4

P(A/B) = 1/8 ; P(B/A) = 2/5 '
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— P(ANB) — P(A n B)

Next, P(A/B)=——"and P(A/B) = ————
(A/B) 5 (A/B) P(B)
— 7710 7 — 3720 3

P(A/B) =7/8 ; P(A/B) = 3/4

30. Giventhat P(A n B)=17/12, P(AnB)=1/6 = P(A N B)
1. Provethat A and B are neither independent nor mutually exclusive.
2. Compute P(A/B)+P(B/A), P(A/B)+P(B/A) and P(A/B)+P(B/A)
>> 1. P(A U B) = P(A n B) by using De - Morgan’s law.
ie, 1-P(AUB)=P(ANnB) or P(AUB)=1-P(A n B)
P(AuUB)=1-(7/12) or P(A U B) = 5/12
Let us consider (A U A) N B and apply the distributive law.
ie, (AUA)NB=(AnB)u (AnB) )
Wenotethat A UA =S5 and SN B =B ' '
Further we alsonote that A n B and A N B are disjoint.
Hence (1) becomes '
B=(ANnB)u(AnB)
= P(B)=P(A N B)+P(A n B)
= 1/6+7/12 = 9/12 = 3/4
P(B) = 3/4 andhence P(B) = 1/4
Similarly (B U B) " A =(Bn A) U (B n A)
LHSis S N A= A and hence we have
P(A)=P(ANnB)+P(A N B)
ie, P(A)=1/6+7/12 = 3/4 andhence P(A) = 1/4
Consider P(A v B)=P(A)+P(B)-P{A N B)

ie, 5/12 = 1/4+1/4-P(A n B)
ie., P(ANnB)=1/2-5/12 or P(AN B) = 1/12
We know that,

A and B areindependentif P(A N B) = P(A)-P(B)
A and B are mutually exclusiveif P(A w B) = P(A)+P(B)



304 PROBABILITY THEORY - 1

Wehave P(A n B) = 1/12 and P(A)-P(B) = 1/16
P(AU B)=5/12 and P(A)+P(B) =172
P(ANnB)#P(A)-P(B) and P(AWB)# P(A)+P(B)
We conclude that A and B are neither independent nor mutually exclusive.
P(AnB) P(BnA) '

2. P(A/B)+P(B/A) =

P(B) P(A)
_v2 vn 112
va Y1 T3%3°3
Thus P(A/B)+P(B/A) = 2/3 -
Next, P(A/B)+P(B/A) = P(AnB) P(AnB)
P(B) P(A)

/12 7/12 14

a4 T34 9
Thus P(A/B)+P(B/A) = 14/9
P(A n B) P(Z N B)

Also, P(A/B)+P(B/A) =

P(B) P(A)
e 16 _4
347372709

Thus P(A/B)+P(B/A) = 4/9

31. IfA, Baretwo events having P(A) = 1/2, P(B) = 1/3 and P(AmB) = 1/4,
compute the following.

() P(A/B) (2 P(B/A) (3) P( E) @) P(B/A)

P(AnB) 1/4 3
> P(A/B) = (P(;))=1/3=Z
_P(BnA) 174 1
P(B/A) = P(A) ~ 127 2
p(A/B) = ZANE) (D)
P(B)

But P(B)=1-P(B)=1-(1/3) =23
We have De-Morgan’s law : (M) = AnB
P(AnB)=P(AUB)=1--P(AUB).
-[P(A)+P(B)—P(AnB)]
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ie., P(Zn§)=1—[l+1_l]=i

2 3 4 12
Substituting appropriate values in (1) we get
—=. 5/12 5
P(A/B) =~ = =2

Thus P(A/B)=5/8

P(BnA) 5/12
P(A) ~ 172

Thus P(B/A) = 5/6

32. Inaschool 25% of the students failed in first language, 15% of the students failed in second

language and 10% of the students failed in both. If a student is selected at random find
the probability that

(i) He failed in first language if he had failed in the second language.
(i) He failed in second language if he had failed in the first language.
(iii) He failed in either of the two languages.
>> Let L, be the set of students failing in the first language and L, be the set of
students failing in the second language. We have by data

25 1 15 3 10 1
100°%  PL) =750 =39 - =10

Also P(B/A) =

since P(A) =1-P(A) =172

P(Ly)=

. P(LinL) 41,10 2
W P(Ly/Ly) = P(L,) 3203
P(L,nL)) 110 2

G P(L/L )= = ==
2’1 P(L) 174 5

(iii) P(Llu L2) = P(Ll)+P(L2)—P(L1mL2)

33. A solar water heater company manufactures two parts namely the heating pannel and the
insulated tank. In the manufacturing process 9% are likely to be defective in the pannel
and 5% are likely to be defective in the insulated tank. If an assembled unit is installed in
a house what is the probability that it is non defective.

>> Let P(H) and P(I) respectively denote the probability of heating pannel and
insulated tank being defective.
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9 5
100 =009, P(I)= 100 = 0.05

We need to find P(HNT) as H and 1 respectively stands for non defective
heating pannel and insulated tank.

We have by De-Morgan’s law of sets, ANnB = (R—E)
P(HAT) = P(HUI) =1-P(HUI)

ie, P(HNT)=1-{P(H)+P(I)~P(HnD)}
P(HAT)=1-{P(H)+P(I)~P(H) - P(I)}

Since H and I are independent P{HNI) = P(H) - P(I)
P(HnT) =1-{009+0.05-(0.09)(0.05)} = 0.8645

Aliter: P(ﬁnf) = P(FI‘) . P(-I-) since H, T are independent.
P(HND) =[1-P(H)][1—P(1)]
P(HNT) = (091)(095) = 0.8645
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P(H) =

34 Three machines A, B and C produce respectively 60%, 30%, 10% of the total number of
items of a factory. The percentages of defective output of these machines are respectively
2%, 3% and 4%. An item is selected at random and is found defective. Find the probability
that the item was produced by machine C.

>> LetA,B,C stand for the events of selection of an item from machines A, B C

60 30 10
P(A) = 100—06 P(B) = 100 =03, P(C) =77 100 = 0.1
Suppose D is the event of selection of a defective item then
2 3 4
P(D/A) = 100 = 0.02, P(D/B) = 100—0.03,P(D/C) 100 = (.04

To find the probability that a selected item is produced from the machine C,
weneed to find P(C/D).
We have by Baye’s theorem,

P(C)-B(D/C)
P(A)-P(D/A)+P(B)-P(D/B)+P(C)-P(D/C)

_ (0.1)(0.04)
T (06)(0.02)+(0.3)(0.03)+(0.1)(0.04)

Thus P(C/D) = 0.16
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P(C/D) =
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35. Inabolt factory there are four machines A, B, C, D manufacturing respectively 20%, 15%,
25%, 40% of the total production. Qut of these 5%, 4%, 3%, 2% are defective. If a bolt
drawn at random was found defective what is the probability that it was manufactured
byAorD?

>> Bydata A, B, C, D magufacture 20%, 15% 25% and 40% of the total production.
Hence we have

P(A)=102 P(B) =015 P(C)=025 P(D)=04
Let X be the event of selection of a defective boit. Then

P(X/A) =005, P(X/B) =004, P(X/C) =003, P(X/D) = 0.02
We need to compute P (A uUD/X)

Since A and D are mutually exclusive we have,

P(AUD/X) = P(A/X)+P(DsX) )
We have by Baye’s theorem,
P(A/X)= P(A)-P(X/A)
P(A)-P(X/A)+P(B)-P(X/B)+P(C)-P(X/C)+P(D)-P(X/D)
_ (0.2)(0.05)
Pla/X) = (0.2)(0.05)+(0.15)(0.04)+(0.25) (0.03) +(0.4) (0.02)
. 0.01
ie., P(A/X) = 00315 = 0.3175 ... {2)
_P(D)P(X/D) (04)(002)
Also P(D/X) = 0.0315 = oms <~ 0254 .3

We shall use (2) and (3) in (1).

36. An office has 4 secretaries handling respectively 20%, 60%, 15% and 5% of the files of
all government reports. The probability that they misfile such reports are respectively
0.05,0.1,0.1 and 0.05. Find the probability that the misfiled report can be blamed on
the first secretary.

>> Let A}, Aj Ay A, be the 4 secretaries of the office, respectively handling 20% ,
60%, 15%, 5% of the files. Hence we have
P(A;)=20/100= 0.2, P(A,)= 06, P(A;)= 1015 P(A;)= 005

Let E be the event of misfiling a report by the secretaries.
P(E/A;) = 005, P(E/Ay) = 01, P(E/A;) =01, P( E/A,) = 0.05

Weneed to find P( A,/E) and we have by Baye's theorem,
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P(A,)P(E/A)
P(A,)P(E/A))+P(A))P(E/A))+P (Ay) P(E/A3)+P (A )P (E/A)

_ (0.2) (0.05)
T (02)(0.05)+(0.6)(0.1)+(0.15) (0.1)+(0.05)(0.05)

Thus P(A,/E) = 0.1143

P(A/E) =

37. The chance that a doctor will diagnose a disease correctly is 60%. The chance that a patient
will die after correct diagnose is 40% and the chance of death by wrong diagnosis is 70%.
If apatient dies, what is the chance that his disease was correctly diagnosed ?

>> Let A be the event of correct diagnosis and B be the event of wrong diagnosis
by the doctor.

P(A)=06 and P(B) = 04
Let E be the event that the patient dies.

P(E/A) = 04 and P(E/B) = 07
We have to find P(A/E) and by Baye’s theorem,
P(A)P(E/A)
P(A)-P(E/A)+P(B)-P(E/B)
(0.6)(0.4)
= (06) (04)+(04) (07) 04615
Thus P(A/E) = 0.4615

P(A/E) =

38. Three machines A, B, C produces 50%, 30%, and 20% of the items in a factory. The
percentage of defective outputs are 3, 4, 5. If an item is selected at random. What is the
probability that it is defective ? What is the prabability that it is from A?

>> Machine A produce 50% of the items of the factory and out of these 3% are
defective. Let D denote the event of selecting a defective item.

P(A) =05 and P(D/A) = 0.03
P(B) =03 and P(D/B) = 0.04
P(C) =02 and P(D/C) = 0.05
Now P(D)=P(A)YP(D/AY+P(B)P(D/B)+P(C)P(D/C)
P(D) = (05)(0.03)+(0.3)(0.04)+(0.2)(0.05) = 0.037
Thus the probability of selecting a defective item is 0.037

Next, we shall find the probability that the defective item is from A.
Thatisto find P(A/D) and we have by Baye’s theorem,
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P(A)P(D/A) _ (05)(0.03)
P(D) ~ 0037

P(A/D) = = 0.4054

Thus P(A/D) = 0.4054

-----------------------------------------------------------------

39. A bag contains three coins, one of which is two headed and the other two are normal and
fair. A coin is chosen at random from the bag and tossed four times in succession. If head
turns up each time, what is the probability that this is the two headed coin.

>> Let C; bethe two headed coin and C,, C; be the normal coins.
Let E be the event of getting 4 heads in succession and we have to find P ( C,/E)
Now P(E) = P(CI)P(E/CI)+P(C2)P(E/C2) + P(C3)P(E/Cy)

Wehave P (C,) = P(C,) = P(C5)=1/3
P(E/C{) =1 since C; isatwoheaded coin.
P(E/C,) = P(E/C3) =1/2-1/2-1/2-1/2 = 1/16
since the probability of getting a head in a normal coin is 1/2

Hence P(E):%.1+%.%+%,_§_=%
P(C,)-P(E/C})) 1,3.1 8
Now P(C,/E) = P L) =55 =5

Thus the required probability is 8/9

40, Three major parties A, B, C are contending for power in the elections of a state and the
chance of their winning the election is in the ratio 1 : 3 : 5. The parties A, B, C
respectively have probabilities of banning the online lottery 2/3, 1/3, 3/5 What is the
probability that there will be a ban on the online lottery in the state ? What is the probability
that the ban is from the party C ?

>> P(A)=1/9, P(B)=23/9 =1/3, P(C) = 5/9

Let E be the event of banning the online lottery.

P(E/A)=12/3, P(E/B)=1/3, P(E/C) =3/5
Hence P(E) = P(A)P(E/A)+P(B)P(E/B)+P(C)P(E/C)

2.1 1.5 3_1

1
P(E)=3"3%+3 ' 3%t3 5%

Thus the probability of banning the online lottery is 14/27
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Next we shall find P(C/E) and we have by Baye’s theorem,

_P(C)P(E/C) 5/9:3/5 9
P(C/E) = P(E) w2y 1

Thus the probability of ban from C is 9/14

41. A company manufacturing ball pens in two writing colours blue and red make packets of
10 pens with 5 pens of each colour. In a particular shop it was found that after sales, packet
1 contained 3 blue and 2 red pens, packet 2 contained 2 blue and 3 red pens, packet 3
contained 3 blue and 5 red pens. On the demand of a customer for a pen, a packet was
drawn at random and a pen was taken out. It was found blue. Find the probability that
packet 1 was selected.

>> Let E,, E,, E, be the event of selecting packets 1, 2, 3 respectively at random.
P(E;)=1/3, P(E,) = 1/3, P(E;) = 1/3

Let B be the event of selecting a blue pen.

Probability of selecting a blue pen from packet 1is P (B/E,)
P(B/E,) = 3/5. Similarly P(B/E,) = 2/5, P(B/E,) = 3/8

We have to find P(EI/B) and by Baye’s theorem,
P(E,)P(B/E;)
P(E|)P(B/E;)+P(E,)P(B/E,)+P(E;)P(B/E,;)

_ 1/3-3/5 4
T 1/3.3/5+1/3-2/5+1/3-3/8 55
Thus P(E,/B) = 24/55

P(E/B)=

42. Ball pen refils are packed in pouches containing 25 refils in each pouch. In a shop it was
found that 5 refils failed to write in pouch 1, 10 each in pouches 2 and 3, 1 refil in pouch
4. Suppose a refil is selected at random from one of the four pouches what is the probability
that it fails to write 7 What is the probability that it was from pouch 42

>> Let El, Ez, E3, E4 be the event of selecting pouches at random.
P(E,)=1/4 = P(E,) = P(E;) = P(E,)

Let F be the event of selecting a refil failing to write
P(F/E,) = 5/25, P(F/E,) = 10/25, P (F/E,) = 10/25, P(F/E,) = 1/25

Hence the probability of the event F is given by
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P(F) = P(E\)P(F/E|)+P(E,) P(F/E))+P(E;) P(F/Ey)+P(E,)P(F/E,)

1{5 10 10 1 26
"E[E*E*E*E}‘Tﬁﬁ‘{m

Thus P(F) = 0.26 ,

Next we have to find P(E4/F ) and by Baye’s theorem,

P(E)P(F/E)) 144.1/5 1

P(F) T 26/100 26
Thus P(E/F) = 0.03846 ~ 0.04

P(E/F) =

43. Inaclass 70% are boys and 30% are girls. 5% of boys, 3% of the girls are irregular to the
classes. What is the probability of a student selected at random is irregular to the classes
and what is the probability that the irregular student is a girl ?

Probability of selectingaboy = P (B) = 70/100 = 0.7
Probability of selecting a girl = P(G) = 307100 = 0.3
Let I be'‘the event of selecting an irregular student
P(I/B) = 5/100 = 0.05, P(I/G) = 3/100 = 0.03
Hence P(I) = P(B)P(I/B)+P(G)P(I/G)
P(I)={(07)(0.05)+(03)(0.03) = 0.044
Thus the probability of selecting an irregular student is 0.044
Next we have to find P(G/I) and by Baye's theorem,

P(G)P(I/G) _ (03)(0.03)
P(I) T 0044
Thus P(G/I) = 0.2045

P(G/I) =

= 0.2045

44. In a college where boys and girls are equal in proportion, it was found that 10 out of 100
boys and 25 out of 100 girls were using the same brand of a two wheeler. If a student using
that was selected at random what is the probability of being a boy ?

>> P(Boy)=P(B)=1/2=P(Girl) = P(G)

Let E be the event of choosing a student using that brand of vehicle.
P(E/B) = 107100 = 0.1 and P(E/G) = 25/100 = 0.25

Now P(E)=P(B)P(E/BY+P(G)P(E/A:)

ie, P(E)=05[01+025] = 0.175
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Wehave to find P(B/E) and by Baye’s theorem,
P(B)P(E/B) 05 x0.1

P(E) T 0175
Thus P(B/E) = 0.2857
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P(B/E) =

= 0.2857

Miscelianeous Problems

45. The probabilities of n independent eventsare p,, p,, p; - -p, Find the probability of
the happening of atleast one of the events,
>> Let E;, E,, ---E, bethe n independent events and we have by data,

P(E,)=py, P(E) =py -~ P(E,,)—;rv,1
=  P(E))=(1-p), P(E)) =(1-P,)),--P(E,) = (1-p,)
Probability of the happening of atleast one of the events P (E)
=1- (Probability of the non happening of any of the event)
P(E)=1-P(E, VE,---UE)

=1-P(E,nE,n---E,)
=1-P(E,)-P(E,)---P(E)

Thus  P(E) =1- [(1-p)(1-pp)- - (1-p,)}

46. The probability that 3 students A, B, C solve a problem are 1/2, 1/3, 1/4
respectively. If the problem is simultaneously assigned to all of them, what is the
probability that the problem is solved ?

>> In general if E be the event of solving the problem and E is the event of not
solving the problem, we have by data,

P(A)Y=1/2, P(B) =1/3, P(C) = 1/4 and hence
P(A)=1/2, P(B) =23, P(C) = 3/4
Method - 1
P(E)=P(A)P(B)P(C)+P(A)P(B)P(C)+P(B)P(C)P(A)
+P(C)P(A)P(B)+P(A)P(B)P(C)+P(B)P(C)P(A)+P(C)P(A)P(B)
1.1, 1.1 1 1 1 18 3

PE)=og*tg*u*2* 2% 1"8 412

Thus P{E) = Probability of the problem being solved is 3/4
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Method -2 This method is easier as we use the concept of Problem - 45.
P(E)+P(E)=1
P(E) isthe probability that the problem is not solved.
P(E)=P(A)-P(B)-P(C)=1/2.2/3-3/4 = 1/4

Hence P(E)=1-(1/4) . P(E)=3/4

Remark : We have earlier solved the same type of problem [ Ref. Problem - 8 |

47. A shooter can hit a target in 3 out of 4 shots and another shooter can hit the ;a-réet in 2 out
of 3 shots. Find the probability that the target is being hit (a) when both of them try
(b) by only one shooter.

>> Let 5, and §, be the events that the shooters 1 and 2 hit the target.
P(5;)=3/4 and P(S,) = 2/3
@ P(5 vS§,)) = P(5)+P(S,)-P(S; n S,)-

But Sl' S2 are independent.
P(5, v S,) = P(Sl)+P(52)—P(Sl)-P(Sz)

Thus P(S, v Ss,)=1r12
~(b) Target being hit by only one shooter means
(5, " S,) U (5, NS,
PI(5,n5,) u(8 nS,))]= P(5;, N 5,)+P(5, n S,)]

il

P(5))-P(5,)+P(5)-P(S,)

48. The probability that a team wins a match is 3/5. If this team play 3 matches in a
tournament, what is the probability that the team

(@) win all the matches (b) win atleast one match
(¢) win atmost one match {d) lose all the matches

>> Let W be the event of winning a match by the team.
P(W,) = P(W,) = P(W,) = 3/5
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P(W,) = P(W,) = P(W,) = 2/5
(a) Probability of winning all the matches

= P(W,) - P(W,)-P(W,) = 27/125
(b) Probability of winning atleast one match

= 1~ Probability of losing all the matches.
1-P(W,)-P(W,) -P(W,)

it

1-(8/25) = 17/25
(c) Probability of winning atmost one match.

= P(W,) P(W,) P(W,)+P(W,)P(W,)P(W,)
+P(W1)P(W2)P(W3)+P(Wl)P(WZ)P(Wg)

_8 (3.2 .2]_8 3 4
125 5 575 125 125 125

(d) Probability of losing all the matches
= P(W,)P(W,)P(W,) = 8/125

49. The odds that a book will be reviewed favourably by 3 independent critics are 5 to 2,
4 to 3 and 3 to 4. Fin1 the probability that majority of the reviews will be favourabie.

>> Let E;, E,, E5 betheeventsof favourable review by the three critics respectively.
P(E,) = 5/7, P(E,)) = 4/7, P(E,) = 3/7
= P(E,) = 27, P(E,) = 3/7, P(E;) = &7

Majority of the reviews are favourable means that atleast two of three reviews should
be favourable and if E denotes this event then we have

P(E) = P(E;)P(E,)P(E3)+P(E,)P(E;)P(E,) |
+P(E;)P(E )P(Ey)+P(E,)-P(E,) -P(E,)
L3.5.3 5 4 3_20 "

~3|
~
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50. Three students A, B, C write an entrance examination. Their chances of passing are
1/2, 1/3 and 1/4 respectively. Find the probability that (a) atleast one of them passes
(b} all of them passes  (c) atleast two of them passes. '

>> Let E be the event of passing the examination by a student.
P(AY=1/72 , P(B)=1/3, P(C) =1/4

= P(A)=1/2,P(B)=2/3, P(C) =3/4

(a) Probability of atleast one of them passing.
= 1~ (Probability of none of them passing )

1-P(A)-P(B)-P(C)

1-(1/2-2/3-3/4) = 1~(1/4) = 3/4

(b) Probability of all of them passing

= P(A)-P(B)-P(C)
=1/2-1/3-1/4 = 1/24

(¢} Probability of atleast two of them passing
= P(A)P(B)P(C)+P(B)P(C)P(A)+P(C)P(A)P(B)
+P(A) P(B)-P(C)

=3/24+1/24+2/24+1/24 = 7/24

EXCERCISES
1. Foranytwoevents A and B, show that
P(ANB)<P(A)<P(AUB)<P(A)+P(B)
2. If A and B areany twoevents with B < A show that
P(A N B)=P(A)-P(B) and hence deducethat P(B) < P(A)

3. If P(A)=P(B)=P(A N B) show the following result.
P(ANnB)+P(ANB)=0

4, If A and B areeventswith P(A) = 1/2, P(B) = 2/3 and o
P(AnB)=1/4, find P(A U B), P(B/A), P(A/B) and P(A/B)

5 If P(AUB)=5/6 P(AnB)=1/3 and P(B) = 1/2 Compute P(A)
and P(B). Hence show that A and B are independent.

6. Urn 1 contains 2 white and 3 black balls. Urn 2 has 4 white and 1 black ball and
urn 3 has 3 white and 4 black balls. An urn is selected at random and a ball drawn
from it was found white. Find the probability that urn 1 was selected.

7. A machine M, produces 1000 articles of which 20 are defective, M, produces
4000 articles of which 40 are defective, M, produces 5000 articles of which 50 are
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defective. All these articles are piled up and an article picked from this pile was
found defective. What is the probability that it is from M ?

8. In a bolt factory 25%, 35% and 40% of the total is manufactured by machines
A, B, C respectively out of which 5%, 4%, 2% are defective. What is the
probability that abr't drawn at random is defective ? What is the probability that
itis from A?

9. Boxes B), B,, B3 contain white (W), black (B) and red (R) balls as
follows : Bl :2W, 1B, 2R, 82 :3W, 2B, 4R, B3 :4W, 3B, 2R
A ‘die’ is rolled and B, is selected if the number is 1 or 2, B, if the number is 3
or4, B, if the number is 5 or 6. If a ball is drawn from the box thus selected, find
the probability that the ball is from the box B, being a black ball.

10. 5men out of 100 and 25 women out of 100 wear spectacles. If a person wearing
spectacles is chosen at random, what is the probability of his being a man
assuming that men and women are in equal proportion.

11. The chances that 4 students A, B, C, D solve a problem are
1/2, 1/3, 1/4, 1/4 respectively. If all of them try to solve the problem what is
the probability that the problem is solved ?

12. A, B, C are three horses in a derby race. The probability of A winning is twice
that of B and B winning is twice that of C. What are the probabilities of
A, B, C to win the race ? What is the probability of A to lose the race ?

13. There are 4 coins of which one is a false coin with head on both sides. A coin is
chosen at random and tossed 4 times. If head occurs all the 4 times what is the
probability that the false coin has been chosen ?

14. There are 10 students of which 3 are graduates. If a committee of five students is
to be formed what is the probability that there are (a) only 2 graduates (b)
atleast 2 graduates.

15. The probability that an error is pointed out in the accounting statement prepared
by A is 0.2 and that of B and C are 0.25 and 0.4 respectively. A, B, C
respectively prepared 10, 16, 20 accounting statements. Find the expected number
of correct statements in all.

ANSWERS
4. 11/12, 1/2, 3/8, 1/4 5. 2/3, 172
6. 14/57 7. /11
8. 25/69 9. 5/17
10. 4/25 11 13/16
12. 4/7, 2/7, 1/7 ; 3/7 13. 16/19

14. 5/12, 1/12 15. 32



